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Abstract: In the traditional education assessment landscape, the manual grading of subjective 

exam questions poses significant challenges. The labor-intensive nature of this process and the 

potential for human error can negatively impact teaching and learning outcomes. As society 

transitions towards a low-carbon future, there is a pressing need to reform educational 

evaluation methods, reduce paper-based exams, and leverage advanced intelligent 

technologies. Inspired by the principles of biomechanics, this research introduces a novel 

image-based handwritten text recognition algorithm powered by recurrent neural networks, 

specifically designed for the automated scoring of primary school mathematics subjective 

questions. Drawing insights from the human visual and cognitive systems, the proposed 

approach mimics the hierarchical and adaptive nature of biological information processing to 

tackle the complexities inherent in handwritten text detection, recognition, and understanding. 

The study first constructs a comprehensive dataset of real primary school math exam answer 

sheets, capturing the diverse range of handwriting styles and mathematical notations. This 

dataset serves as a robust training and evaluation platform, akin to the diverse sensory inputs 

that biological systems process. The recurrent neural network architecture employed in this 

work exhibits biomimetic properties, such as the ability to dynamically process sequential 

information and adaptively refine its internal representations, much like the human brain's 

neural networks. This allows the algorithm to effectively handle the contextual cues and 

structural patterns present in handwritten mathematical responses, enabling accurate 

recognition and interpretation. Rigorous comparative and ablation experiments were conducted 

to assess the performance of the proposed algorithm. The results demonstrate high accuracy in 

recognizing and interpreting handwritten subjective responses, showcasing the practical value 

of this biomechanics-inspired approach. These findings align with the study's overarching goal 

of developing resource-saving and environmentally-friendly education evaluation systems, 

paving the way for the widespread adoption of intelligent technologies in the assessment of 

subjective questions. By drawing inspiration from the elegant and efficient information 

processing mechanisms observed in biological systems, this research contributes to the 

advancement of intelligent handwritten text recognition, ultimately supporting the transition 

towards a more sustainable and equitable educational landscape. 

Keywords: deep learning; text detection and recognition; handwritten text; text mining; 

biomechanics; handwriting analysis 

1. Introduction 

In the field of education, examination is an important tool to evaluate teaching 

quality and students’ knowledge level. Traditionally, teachers ask questions, students 

answer, and teachers grade the answers. However, manual grading faces many 
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challenges, such as error-prone correction, prolonged grading period and blocked 

teaching progress. Subjective factors, such as students’ writing conditions and 

teachers’ subjective inclination, affect the scoring results, which leads to differences 

in candidates’ scoring. On the other hand, computerized marking provides 

convenience and fairness, which is especially valuable for large-scale marking. 

With the development of the era of big data, China gradually attaches importance 

to the construction of a resource-saving and environment-friendly society, so it 

advocates the education department to do a good job in green examination reform and 

reduce the environmental loss of the examination. The primary school mathematics 

examination also needs to be involved. We should pay attention to the needs of low-

carbon development, reduce the loss of homework paper and manpower, actively 

invest in advanced homework correction technology, and do a good job in 

examination. Among them, the education department needs to pay attention to the use 

of automatic grading technology in the process of correcting exam assignments, so as 

to reduce the waste of scoring statistics paper, so as to appeal to the principle of low 

carbon and environmental protection. Behind the “low carbon” is the harmony of the 

whole ecology. Therefore, in the process of educational evaluation reform, the 

implementation of green automatic identification technology is an important measure 

to build a low-carbon campus, and it is of great significance to promote ecological 

civilization. Moreover, the implementation of automatic identification technology is 

also in line with the general idea of low-carbon city construction. Low-carbon campus 

can reduce the consumption of paper resources, and use automatic identification 

technology to reduce resource consumption and actively promote the realization of 

low-carbon campus. In this way, adopting automatic grading technology is essentially 

a foundation of low-carbon consciousness in campus, and it is also an improvement of 

campus culture, which plays an important educational role in the education of 

students’ spiritual level. By building a low-carbon scoring system, we can introduce 

and exchange our own experience to the local, national and even international 

community, improve our reputation and image in the region, and be conducive to the 

development of the school itself. 

Although the automatic scoring of multiple-choice questions is very mature, due 

to the limitation of the automatic scoring system, the types of questions that need to 

be answered manually, such as fill-in-the-blank questions, calculation questions and 

application questions, are still dominated by manual scoring. At present, it is difficult 

for the system to accurately detect the position of handwritten text, identify the types 

of questions, and achieve a high level of text recognition accuracy, which hinders the 

understanding of candidates’ answers and provides wise correction. 

With the rapid increase of computing and data resources and the evolution of 

diversified network structures, deep learning has achieved promising results in various 

fields, and artificial intelligence has penetrated into the fields of voice and license plate 

recognition. The key technologies supporting intelligent scoring, especially 

handwritten text detection and recognition, have gained a lot of research attention, 

resulting in advanced methods conducive to comprehensive automatic scoring. Based 

on deep learning, this study studies a method to automatically identify the subjective 

content of primary school mathematics test paper images. 
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2. Literature review 

The evolution of text detection methodologies has seen a significant shift from 

traditional feature-based approaches to the adoption of deep learning techniques. This 

section is organized by theme and methodology to provide a comprehensive overview 

of the state of the art in text detection. 

2.1. Traditional text detection methods 

Traditional methods mainly focus on extracting image features to identify text 

candidate regions. Notable feature extraction techniques include stroke width 

transform (SWT) [1], maximum stable extremum region (MSER) [2] and gradient 

direction histogram (HOG) [3]. These methods usually use sliding window or 

connected component method to select candidate regions, and then classify them 

according to a set of predefined rules. The overall workload is cumbersome and the 

operation is difficult, and the accuracy of the results is still lacking. For example, Li 

et al. [4] introduced a method to classify candidate windows by image decomposition 

and second moment calculation using the average value of image wavelet coefficients. 

Zhang et al. [5] used the structural similarity of text lines to detect the center point 

through multi-scale sliding windows, and applied constraints such as symmetry, 

character spacing and angle to improve the text region prediction. There are obvious 

deviations in the predicted results. That is to say, the traditional calculation method is 

not only difficult to calculate, but also may consume a lot of time and resources when 

the graph is very dense. And it can’t capture the local structure and depends on the 

initial conditions. Different initial conditions may lead to different results. 

2.2. Deep learning in text detection 

The advent of deep learning has revolutionized text detection by offering 

improved accuracy and adaptability. Early deep learning approaches, such as CTPN 

[6–8], introduced the concept of using anchor boxes to predict partial text line areas 

and bidirectional long-term memory networks (Bi-LSTM) [9] to learn contextual 

information. However, these methods were limited in their ability to handle curved 

and rotated text lines. 

Subsequent advancements, such as TextBoxes [10] and its extension 

TextBoxes++ [11,12], adapted the convolutional neural network (CNN) architecture 

to better detect long text lines by changing the convolution kernel size. SegLink [13] 

improved upon this by predicting text candidate boxes and merging them through an 

area link algorithm, allowing for the detection of text lines at various angles. 

2.3. End-to-end text line recognition 

The current trend in text line recognition favors end-to-end methods that directly 

recognize complete text lines. DTRN [14] was a pioneer in this domain, employing a 

CNN-RNN combination to transform text recognition into a sequence recognition 

problem. The introduction of CTC [15] by Shi et al. [16] enabled end-to-end training 

for RNNs, accommodating word images of arbitrary lengths. Liao et al. [17] proposed 

an innovative end-to-end approach that combines region proposal with instance 

segmentation for character-level recognition, although it requires character-level 
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annotations for training. ABCNet [18] stands out with its use of Bezier curves for 

parameterizing text shapes and its impressive speed, outperforming previous methods 

by more than tenfold. 

2.4. Addressing research gaps 

The aforementioned review highlights the progression from traditional methods 

to deep learning and end-to-end recognition. However, these advancements have not 

fully addressed the challenges of detecting text in complex scenarios, such as those 

with large character intervals or curved text lines. This study aims to bridge these gaps 

by exploring the integration of deep learning techniques with advanced feature 

extraction methods to improve the robustness and accuracy of text detection in diverse 

contexts. 

3. Research design 

3.1. Automatic identification algorithm for primary school mathematics 

subjective questions 

This article mainly focuses on the needs for automatic correction of subjective 

questions in primary school mathematics examination scenarios, and designs and 

implements a set of algorithms for automatic correction. The overall flow chart of the 

content identification and automatic correction algorithm for primary school 

mathematics subjective questions is shown in Figure 1. It can be seen from the figure 

that during the entire correction process, this paper proposes a multi-question 

handwritten text line detection algorithm based on various key technologies. 

Handwritten text line recognition algorithm, and text similarity calculation. 
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Detection 
and 
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Figure 1. The overall process of the algorithm. 

For the existing technology, the multi-topic handwritten text line detection 

algorithm can quickly process a large amount of data in a certain period of time, which 

is very important in the case of huge data. In the process of automatic identification of 

data and information, the algorithm can complete the task efficiently, while the 

traditional manual processing method will be very inefficient in the face of large-scale 

data. And it can also improve the accuracy of data processing, and the automatic 

identification algorithm can reduce the errors caused by human factors. It can achieve 

high accuracy when dealing with tasks such as character recognition. 
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3.2. Detection algorithm 

Handwritten subjective questions in primary school mathematics examination 

include fill-in-the-blank questions, judgment questions, calculation questions, 

application questions and other questions. According to the actual writing form in the 

answer sheet image, this paper divides the text types into three categories: Fill-in-the-

blank questions, judgment questions and calculation questions. In the text detection 

stage, it is the key premise for subsequent text recognition and automatic correction to 

accurately detect the position of text lines and correctly distinguish the types of questions 

they belong to. We try to use the existing text detection algorithms, such as CTPN [8], 

PSENet [19] and DB [20], to detect the text on the data set in this paper. We find that 

the above algorithms can get good detection results for text lines with clear outlines and 

no adjacency, but for two or more lines of text that are very similar or even overlap in 

the horizontal direction, DB algorithm can get good separation results, while other 

algorithms have no effect. For DB algorithm, there is no need to specify the number of 

clusters in advance like K-means algorithm. It automatically identifies natural clustering 

in data sets through the concept of density. At the same time, it maintains scalability and 

efficiency in dealing with large data sets, which makes DB algorithm a powerful tool in 

dealing with complex data distribution and large-scale data sets. Therefore, this paper 

uses DB algorithm as the detection algorithm of subjective questions [21]. 

3.3. Recognition algorithm 

Based on the mainstream CRNN+CTC [16] end-to-end text recognition 

framework, the author improves it by combining the channel attention mechanism, and 

realizes the network structure of feature extraction by using multi-scale acceptance 

domain, thus improving the accuracy of handwritten text line recognition algorithm. 

3.3.1. Overall network structure 

In the conventional CRNN+CTC [16] structure, the input image is first scaled to 

32 × 𝑊 × 3  while maintaining its original aspect ratio, and then passed through 

several layers (3 × 3) Convolution, average pooling, and maximum pooling are used 

to obtain a feature map with size 1 ×
𝑊

4
× 𝐶. Then, each pixel in the feature map is 

serialize according to the channel dimension to obtain a sequence 𝑇 =
𝑊

4
 of length 𝑋, 

as shown in Equation (1): 

𝑋 = {𝑥1, 𝑥2, 𝑥3, 𝑥4, … , 𝑥𝑇}
 

(1) 

where 𝑥𝑖 represents the 𝑖 element in the sequence, which is a vector in the (1 × 𝐶) 

dimension, and 𝑥𝑖 can be represented as Equation (2): 

𝑥𝑖 = {𝑥𝑖
1, 𝑥𝑖

2, 𝑥𝑖
3, 𝑥𝑖

4, … , 𝑥𝑖
𝐶}

 
(2) 

Take sequence 𝑋 as the input of the recurrent neural network BLSTM module 

and output a probability matrix with a scale of 𝑛 × 𝑇, where 𝑛 represents the number 

of characters in the dataset. The output of the BLSTM module is influenced by the 

serialized 𝑋 input value. Each vector element 𝑥𝑖 in 𝑋 is obtained from the feature map 

and can actually be mapped to a certain region in the original image, which can be 

understood as 𝑥𝑖 receptive field in the original image. 
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CRNN+CTC [16] uses a single (3 × 3) convolution when doing feature 

extraction, and the receptive field corresponding to the convolution at this scale cannot 

be applied to each character. Therefore, this paper proposes a feature extraction 

network based on the channel attention mechanism. In the feature extraction network, 

convolution kernels of multiple scales are used for feature extraction, and the channel 

attention mechanism allows the network to autonomously learn which scale is more 

suitable for Parts of the characters in the image. 

The overall network structure of the handwritten text line recognition algorithm 

proposed in this article is shown in Figure 2, which includes a feature extraction 

network based on the channel attention mechanism, a BLSTM module and a string 

transformation module. In the feature extraction network, convolution kernels of three 

scales (1 × 3), (3 × 3) and (3 × 1) are used for feature extraction and divided into three 

branches, and the three branches are combined in the channel attention module. The 

three feature maps obtained by the branches are spliced into the same feature map. The 

feature map of each branch corresponds to a channel in the spliced feature map, and 

then the channel attention mechanism is used to calculate the weight of each channel. 

32xHx3 32xHx64 16xH/2x64

16xH/2x128

16xH/2x128

16xH/2x128

Sp
ital ch

an
n

e
l 

atte
n

tio
n

8xH/4x128 8xH/4x256

2xH/4x51
2

4xH/4x25
6

B
iLSTM

Conv Avgpooling Conv

Conv

Conv

Conv Conv

Maxpooling

Conv
1xH/4x51

2
ConvConvOutput

Input

 

Figure 2. Network structure of handwritten text recognition algorithm. 

As shown in Figure 2, while maintaining the aspect ratio, scale the input image 

to 32 × 𝑊 × 3 . Through the feature extraction network, obtain a feature map 

(1 ×
𝑊

4
× 512), which becomes 1/32 of the input scale in the height direction and 1/4 

of the input scale in the width direction. The scale changes of width and height during 

the feature extraction process are inconsistent, which is different from the general 

feature extraction network. This is because in the partial pooling and convolution 

operations of the network, the step size in the width direction is set to 1 and the step 

size in the height direction is set to 2, which can preserve the detailed information in 

the horizontal direction as much as possible. The specific parameters for convolution, 

pooling, and other operations in the network are shown in Table 1. 
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Table 1. Feature extraction network parameters based on channel attention 

mechanism. 

Types Kenel Stride Padding Channel 

Conv (3 × 3) (1 × 1) (1 × 1) 64 

Avg pooling (2 × 2) (2 × 2) (0 × 0) / 

Conv 3 × 3 (3 × 3) (1 × 1) (1 × 1) 128 

Conv 3 × 1 (3 × 1) (1 × 1) (1 × 0) 128 

Conv 1 × 3 (1 × 3) (1 × 1) (0 × 1) 128 

attention / / / / 

Conv 3 × 3 (3 × 3) (1 × 1) (1 × 1) 256 

Conv 3 × 3 (3 × 3) (1 × 1) (1 × 1) 256 

Max Pooling (2 × 2) (2 × 1) (0 × 0) / 

Conv 3 × 3 (3 × 3) (1 × 1) (1 × 1) 512 

Conv 3x1 (3 × 1) (1 × 1) (1 × 0) 512 

Conv 1 × 3 (1 × 3) (1 × 1) (0 × 1) 512 

attention / / / / 

Conv 2 × 3 (2 × 3) (1 × 1) (0 × 1) 512 

3.3.2. Multi scale channel attention module 

The multi-scale receptive field channel attention module proposed in this article 

is shown in Figure 3. This module receives three feature maps of the same size (H × 

W × C) output by different branches, first averages each feature map in the channel 

direction, compresses it into a single-channel feature map (H × W × 1), and then the 

three feature maps are spliced in the channel dimension to form a feature map of H × 

W × 3 size, denoted as F. Then each channel in F corresponds to the feature extraction 

result of the corresponding size convolution kernel in the network. Through the 

channel attention by using the force mechanism, the weight of the feature map 

extracted by the convolution kernel of each scale can be learned. The feature map F’ 

of H × W × 1 is obtained by weighting and summing the values of each pixel in 

different channels in F, and then using (1 × 1) convolution to restore it to the input size 

(H × W × C). At the end of this module, the feature map needs to be processed by 

maximum pooling. The first attention module of the feature extraction network in this 

article uses a step size of (2 × 2) to halve both the width and height. The second the 

attention module uses a step size of (2 × 1), so that the height is halved but the width 

remains unchanged. 



Molecular & Cellular Biomechanics 2025, 22(4), 897.  

8 

Pixel-level 
Channel 

Attention
Concatenate Softmax

.

. Channel dimension dot product

Conv

Channel dimension Avg pooling

HxWxC HxWx1

HxWx3

HxWx1 HxWx3 (H/2)x(W/2)x3

F F 

 
Figure 3. Multi scale channel attention module structure. 

As shown in Figure 3, the channel attention module of this article is modified 

with reference to the channel attention module in the CBAM [22] model, replacing its 

Sigmoid module with a Softmax module, and replacing the parameters of the multi-

layer perceptron module, so that the output of the middle layer After the result is 

passed through Softmax, a weight matrix A of size H × W × 3 is obtained. Each value 

in the matrix corresponds to the weight of each pixel in the feature map F. Therefore, 

the weight matrix output by the channel attention module is at the pixel level. The 

weight matrix A can be obtained according to Equation (3). 

𝐴 = 𝑆(𝑀𝐿𝑃(𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝐹)) + 𝑀𝐿𝑃(𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹))) (3) 

where 𝑆 represents the Softmax function. To make the pixel-level weight act on the 

feature map F, the dot product operation defining the channel dimension is as shown 

in Equation (4):  

𝐹𝑖,𝑗
’ = ∑ 𝐹𝑖,𝑗,𝑐

2

𝑐=0

× 𝐴𝑖,𝑗,𝑐

 
(4) 

where 𝐶 represents the sequence number of the channel dimension. Since 𝐹 is a three-

channel feature map, the value of 𝐶 ranges from 0 to 2. 

4. Experiment and conclusion 

4.1. Dataset 

In this study, we have constructed a specialized dataset for the recognition of 

handwritten text lines in primary school mathematics exams and compared various 

text recognition methods on this dataset. The images in the dataset are standardized to 

ensure that all images have a fixed width of 32 pixels, with the length of the images 

varying dynamically based on the number of characters contained within the image. 

As shown in Figure 4, our annotated dataset includes 4000 images of handwritten text 

lines, with 3600 images allocated for the training set to train the model to recognize 

various styles of handwriting; the remaining 400 images constitute the test set, used to 

evaluate the model’s recognition performance. To enhance the model’s generalization 

capabilities, we have additionally generated 10,000 images, all of which are used for 

the pre-training phase of the model. This dataset design not only provides ample 
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learning material but also ensures the model’s adaptability to different writing styles, 

text layouts, and character densities by including diverse handwriting samples and 

dynamically adjusting image lengths, thereby achieving higher recognition accuracy 

and robustness in practical applications. 

 

Figure 4. Data set example. 

4.2. Evaluation index 

The edit distance of a string refers to the minimum number of operations required 

to delete, insert, or replace characters in string A to transform it into string B. It can 

measure the similarity between two strings. The edit distance can be calculated by 

Equation (5). 

𝐿_{𝑠𝑡𝑟1, 𝑠𝑡𝑟2} = 𝐼 + 𝐷 + 𝑅 (5) 

Among them, 𝐼  represents the number of characters that need to be inserted 

during the transformation process, 𝐷 represents the number of characters that need to 

be deleted during the transformation process, and 𝑅  represents the number of 

characters that need to be replaced during the transformation process. This article uses 

two indicators to evaluate the recognition effect of the handwritten text line 

recognition algorithm, namely the character error rate CRE defined by Equation (6) 

and the recognition accuracy ACC defined by Equation (7). 

𝐶𝑅𝐸 =
𝛴𝑖=1

𝑁 𝐿𝑖
𝐿𝑒𝑛𝑖

𝑁

 (6) 

𝐴𝐶𝐶 =
𝛴𝑖=1

𝑁 𝐹(𝐿𝑖)

𝑁
 (7) 

𝐹(𝐿𝑖) = {
1, if 𝐿𝑖 = 0
0, otherwise

 (8) 

Among them, 𝑁  represents the total number of pictures in the test set, 𝐿𝑖 

represents the edit distance between the picture recognition result and the label string, 

and 𝐿𝑒𝑛𝑖 represents the length of the picture label string. The character accuracy of a 

single picture cannot reflect the overall effect of the recognition algorithm, so the CRE 
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indicator is Take the average of the accuracy of all picture characters in the entire test 

set. This article believes that when the edit distance between the recognition string and 

the label string is 0, that is, when the two strings are exactly the same, the recognition 

result is correct, otherwise it is a recognition error. The recognition accuracy is the 

ratio of the number of correctly recognized pictures to the total number of pictures. 

4.3. Experimental and results 

In terms of parameter settings, we employ batch normalization techniques to 

accelerate training and reduce the risk of overfitting. The learning rate of the model is 

set to 0.001, and parameters are efficiently updated using the Adam optimizer. This 

structural and parameter configuration is aimed at improving the accuracy and 

generalization capability of the handwritten text line recognition. 

This article compares the classic algorithms in the field of text recognition 

proposed by Shi et al. [16], Mask textspotter [17], ABCNet [18] and the handwritten 

text recognition algorithm proposed in this article. The comparison results of various 

indicators are shown in Table 2. It shows that the handwritten text line recognition 

algorithm proposed in this article achieved the lowest character error rate on 400 test 

images compared with other methods. The algorithm proposed by Shi et al. [16] had 

a total of 74 picture recognition errors, 38 of which were adjacent to the same character 

recognition errors, and of these 38 pictures, 29 were correctly recognized by this 

method, proving that many of the methods proposed in this article were incorrect. The 

scale receptive field channel attention module plays a positive role in the recognition 

of adjacent identical characters. ABCNet [18] is a method that integrates text detection 

and text recognition, and can simultaneously achieve detection and recognition tasks 

in a network. From Table 2, it can be found that the algorithm proposed in this article 

not only has the highest recognition accuracy, but also has the highest character 

recognition accuracy. The error rate is also the lowest. 

Table 2. Comparison of text line recognition algorithm indicators. 

Methods ACC CRE 

Shi et al. [16] 81.50% 9.25% 

Mask textspotter [17] 85.00% 6.45% 

ABCNet [18] 89.50% 5.87% 

CRNN+CTC [15] 90.24% 5.46% 

Ours 91.24% 5.04% 

The algorithm proposed in this paper has been verified by experiments. By setting 

specific evaluation indicators and comparing with other relevant algorithms, it has 

proved that the algorithm proposed in this paper has certain progressiveness and 

feasibility [23]. 

To further validate the effectiveness of the proposed algorithm, we conducted a 

series of ablation experiments. These experiments were based on the CRNN+CTC 

model and progressively introduced additional feature extraction and attention 

mechanisms [24]. Here are the designs and results of the ablation experiments: 
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 CRNN+CTC: This serves as our baseline model, combining Convolutional 

Neural Networks (CNN) with Recurrent Neural Networks (RNN) and 

Connectionist Temporal Classification (CTC) loss function for end-to-end 

handwriting text recognition. 

 CRNN+CTC+3 convolutional layers: In this variant, we added three 

convolutional layers on top of the CRNN+CTC to enhance the model’s capability 

for feature extraction from images. This helps the model to better capture the 

details and structure of handwritten text. 

 CRNN+CTC+3 convolutional layers + multi-scale channel attention: Building 

upon the second variant, we further introduced a multi-scale channel attention 

module. This module adaptively adjusts the importance of different channels, 

thereby improving the model’s sensitivity to key features, especially when 

dealing with adjacent identical characters. 

As shown in the Table 3, the introduction of additional convolutional layers and 

the multi-scale channel attention module led to an increase in the model’s accuracy 

(ACC) and a corresponding decrease in the character error rate (CRE). The significant 

performance improvement after incorporating the multi-scale channel attention 

module demonstrates its effectiveness in handwriting text recognition. These ablation 

experiment results further confirm the advancement and practicality of our proposed 

algorithm [25]. 

Table 3. Ablation experiment. 

Methods ACC (%) CRE (%) 

CRNN+CTC 90.24% 5.46% 

CRNN+CTC+3 Conv Layers 90.42% 5.35% 

CRNN+CTC+3 Conv Layers + Multi-Scale Channel Attention 91.24% 5.04% 

5. Conclusion 

In conclusion, the proposed handwritten text line recognition algorithm has 

demonstrated significant effectiveness through comparative experiments, outperforming 

existing classic algorithms in terms of recognition accuracy and character error rate. The 

algorithm’s particular proficiency in recognizing adjacent identical characters highlights 

its advanced capabilities within the scope of this study. 

However, there are limitations to the current research that warrant attention. The 

algorithm’s performance is primarily tailored to the domain of primary school 

mathematics exams, which may limit its generalizability to other academic subjects or 

linguistic contexts. Additionally, the dataset, while robust for this study, may not 

capture the full spectrum of handwriting variations and text layouts, potentially 

impacting the model’s robustness in more diverse real-world applications. 

Looking ahead, we will expand the data set to include a wider range of 

handwriting styles, and explore the integration of our algorithm with advanced 

machine learning technology to enhance its adaptability and robustness.In the future, 

it will tend to realize multimodal interaction, which can not only combine handwriting, 

voice, but also touch and other input methods to improve the accuracy of recognition 

and user experience. At the same time, it is necessary to pay attention to the joint use 



Molecular & Cellular Biomechanics 2025, 22(4), 897.  

12 

of deep learning and other artificial intelligence technologies in the future, so as to 

deal with complex fonts and different writing styles more effectively, achieve high 

accuracy and preserve spelling mistakes.We also aim to optimize the model for 

complex text structures and diverse real-world scenes to ensure its applicability in 

various educational and professional environments. This future work will focus on 

improving the performance of the algorithm and promoting the progress of document 

analysis and information retrieval technology. 
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