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Abstract: The use of technology to enhance educational experiences has gained significant 

attention, particularly in the field of emotional engagement monitoring. Active student 

participation can promote a greater knowledge of values, ethics, and social duties, which is 

particularly crucial in university ideological and political education. The research objective is 

to establish a biosensor-based emotional monitoring and feedback system for university 

ideological and political education. This research proposed a novel Battle Royale fine-tuned 

Deep Bidirectional Long Short-Term Memory (BR-DBiLSTM) to detect both cognitive and 

emotional engagement in students. The system uses a combination of biosensors to monitor 

physiological and behavioral indicators and collect emotional data. The feedback system uses 

an instructor dashboard to display emotional states and engagement levels and alerts to trigger 

responses if students show disengagement or stress. The data was preprocessed using Z-score 

normalization to reduce noise from the obtained data. Feature extraction was implemented 

using the Fast Fourier Transform (FFT), BR is to optimize and select the features and 

DBiLSTM model to improve its classification accuracy. The experimental findings show that 

the suggested model has a high degree of reliability in identifying cognitive and emotional 

involvement, with a Micro-F1 of 90.62%, Micro-P of 89.95%, and Micro-R of 88.34%. This 

system demonstrates the potential for enhancing engagement in ideological and political 

education through adaptive feedback mechanisms based on biosensor data. 

Keywords: emotional monitoring; feedback system; ideological and political education; battle 

royale fine-tuned deep bidirectional long short-term memory (BR-DBiLSTM) 

1. Introduction 

Technology has advanced so quickly in recent years that it has had a significant 

impact on many academic disciplines, including education, where more creative 

approaches are being used to develop teaching and learning processes. University 

student attitudes, Ideological and political education have an important attitude and 

behavior. Which provides a basis for fostering civic involvement and establishing 

fundamental socialist principles [1]. Ideological and political education (IPE) is 

essential for student’s academic and personal growth; it might be difficult to engage 

students and adequately gauge their attitudes, emotions, and reactions during 

education sessions. Using biosensor technology to track students’ physiological 

reactions and provide immediate feedback response [2]. The physiological indicators 

were frequently connected to emotional states for ensuring the instantaneous 

assessment of student’s participation and their emotional experiences during IPE 

activities. Instructors could make dynamic adjustments to teaching tactics with the use 

of real-time emotions [3]. During ideological teaching sessions, the system will use 
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biosensor technology to monitor students’ emotional reactions, such as tension and 

enthusiasm. The logical feedback mechanism allows teachers to modify their teaching 

strategies in real-time based on students’ emotional involvement. The adaptation of 

teaching strategies was essential in IPE, where ideological information might be 

disconnected from students [4]. Teachers could determine whether students engaged 

with the subject by employing emotional monitoring. Furthermore, student’s critical 

thinking and self-awareness could improve the use of emotional feedback [5]. Real-

time reflection of students’ emotional reactions allows understanding of their own 

emotional biases and engagement levels. For instance, if the students exhibit 

symptoms of stress or disinterest, the system could encourage the intricacy of the 

subject matter to influence the blame of emotional reactions. The ideological 

education was critical thinking, which might be improved in students through 

introspective exercises. The rising trend of individualized learning experiences in 

higher education constitutes the use of biosensor technology. Students becoming more 

experienced in customizing their unique requirements, tastes, and learning preferences 

in the digital era [6]. 

Active learning promotes a higher degree of reflection and growth by enabling 

students to interact with their emotional states. Teachers might address each student’s 

emotional profile and learning results by using personalized feedback [7]. To enhance 

student’s mental health, the individualized approach maximizes their educational 

experience and promotes a learning environment. Biosensor technology can 

revolutionize the conventional teacher-student interaction. The emotional monitoring 

and feedback system will include different parts of the design. During ideological 

education classes, students are allowed to wear wearable biosensors [8]. The 

physiological data will be interpreted and transformed into emotional feedback 

indications that show the stress levels and emotional involvement of the students. 

Through an intuitive interface, the teacher’s real-time feedback encompasses the 

patterns and trends of emotional reactions in students. Ethical and privacy concerns 

might be carefully taken into account while designing the system. Since the 

information being gathered was sensitive, it was essential for student emotional data 

to be handled and kept securely by data protection laws [9]. Emotional involvement 

constitutes the system that might provide teachers feedback like teaching strategies 

and material delivery. Students’ emotional needs were satisfied with an individualized 

approach without interfering with the lesson flow and academic progress [10]. 

Individual differences in physiological reactions might cause misunderstandings and 

compromise the validity of therapies and feedback. Continuous monitoring may be 

difficult due to variations in sensor data caused by changes in the surrounding 

environment, user activity, and emotional intensity [11]. 

The research aims to create a new Battle Royale fine-tuned Deep Bidirectional 

Long Short-Term Memory [12] that can identify students’ emotional and cognitive 

engagement. The goal is to create a biosensor-based system that can measure emotions 

and give feedback for higher education political and ideological instruction.  

Contribution of the research:  

⚫ The research aim is to develop a novel BR-DBiLSTM to detect both cognitive 

and emotional engagement in students; 
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⚫ The system uses a combination of biosensors to monitor physiological and 

behavioral indicators and collect emotional data. The data was preprocessed 

using Z-Score normalization to reduce noise from the obtained data and feature 

extraction using FFT; 

⚫ BR is used to optimize and select the features of the DBiLSTM model to improve 

its classification accuracy; 

⚫ In the context of University political and ideological education, the research 

develops a biosensor-based emotional monitoring and feedback system. 

The research is organized into several sections: Part 2 covers the related works, 

Parts 3 and 4 methodology and findings, and Parts 5 provide the conclusion. 

2. Related works 

Students’ lifestyles have been changed by the Internet era, and employment and 

efficacy have increased in tandem with societal development [13]. The development 

of the proper ideals and outlook on life, as well as a positive learning attitude for 

ideological character, might be facilitated by political and ideological education. The 

results of the experiment showed that internet habits were good.  

The network society had expanded; college students’ lives had become more 

interviews and used a multitude of channels to engage with many kinds of 

information [14]. New barriers to ideological practices were made by learners. To 

use a proactive and positive strategy to enhance students’ political education and 

ideological network. The results of the trial showed how well the system worked and 

performed.  

The research [15] evaluated educational ideology as the cultures, customs, and 

beliefs that influence education in the areas of politics, economics, religion, 

knowledge and truth, and morals. Changes in governmental policy, protection from 

political risks, various forms of spending, and business partnerships were all key 

components of ideological and political education. Organizations used economic 

linkages and ideological teaching to resolve domestic problems. The results of the 

experiment showed that the instruction was effective.  

The creation of theoretical systems that integrate everything in the universe and 

multi-dimensional space-time through Internet governance principles expedited the 

development of political and ideological instruction at universities and colleges. The 

experiment’s outcomes demonstrated the students’ expectations and areas in need of 

improvement [16]. 

The content of ideological ideas, such as the reasons for people’s belief in 

omniscient gods or a fascist worldview, had been the focus of psychological research 

on ideology. Because of the theoretical focus, political, religious, moral, and biased 

attitudes were addressed by distinct sub-disciplines. The research addressed the fact 

that ideological thinking was a significant psychological phenomenon and listed 

subcomponents. The outcome demonstrated how social ties were conceptualized 

hierarchically [17]. 

The institutions and methods of political and ideological teaching in Chinese 

universities were thoroughly described. The research demonstrated the 

institutionalization and nationalization of education in Chinese colleges. It 
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demonstrated how the education methods institutionalize patriotism and conformity 

as suitable ideological viewpoints for learners. The outcome demonstrated the formal 

instruction [18].  

Critical effective literacy was argued for in civic education classes. By 

incorporating ideas and theories from affective citizenship, critical emotion studies, 

and agonistic political theory, critical affective civic literacy questions the rationalistic 

slant of civics education and provides teaching methods for fostering students’ 

political beliefs. The result showed how the flow of emotion was used to create 

affective barriers in social studies classes [19]. 

Political and ideological activism had a bigger impact on university school 

administration. One of the practical issues and challenges facing university political 

organization activities was the development of ideologies and politics. The universities 

should increase their overall strength, actively support the development of the 

country’s talent, and raise the standard and caliber of education. The outcome 

demonstrates new opportunities for political and ideological work [20].  

The research [21] examined how respondents’ traits, perceptions of 

socioeconomic conditions, and perceived traits of politicians, political parties, and 

institutions all predicted their level of political confidence in particular politicians and 

political parties. The outcome demonstrated the intricate nature of political trust.  

Poor network information might readily skew college students’ ideology and 

value orientation, a thorough evaluation of network community opinion’s posture. The 

outcome demonstrated how the network environment and political education operate 

together [21]. 

The new intelligent wearable system would be the emotion recognition that was 

proposed and integrated with several sensors for accurate categorization and detection. 

Real-time information engagement was made possible through the establishment of a 

3D display platform that used the three-branch spatial-temporal feature extraction 

network (TBSFENet) [22]. The system’s ability to achieve virtual reality information 

exchange between a digital human and a live individual was demonstrated by 

experimental results, which had implications in virtual reality and intelligent 

healthcare. 

A software program called the Semantic Decision Support System (SDSS) [23] 

was created to enhance decision-making skills in potentially life-threatening situations. 

It employed a recommender engine for team management and cognitive analytics on 

wearable bio-signal sensors to offer input on risk categorization. The system allowed 

for continual real-time tracking and display of crucial data by integrating multisensory 

data streams with evaluation modules, risk stratification, and recommender engines. 

Careful monitoring and quick reaction to new threats in a variety of operational 

settings were made possible by the consolidated dashboard. 

The importance of online engineering education for lifelong learning and career 

advancement was growing. To identify students’ emotions and evaluate their mental 

states, an intelligent framework integrates deep learning techniques. Convolutional 

neural network-random forest (CNN-RF) [24] and a visualization dashboard were the 

elements that make up the framework. Assessment questionnaires validate the model’s 

efficacy as an adaptive learning approach. 
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Psychology, neurology, and interaction between humans and computers were 

among the domains where emotion recognition had attracted a lot of interest. 

Unimodal approaches were limited in their ability to capture human emotional 

expression. Multimodal Emotion Recognition (MER) [25] provides a thorough 

comprehension of a person’s emotional condition. The research looks into contactless 

methods of gathering MER data, pointing up gaps in the field and suggesting a 

comparative schema for assigned MER criteria to particular combinations of 

modalities. 

A machine learning method for identifying mood, age-gender, drowsiness, and 

social distance was presented. For a variety of tasks, the model employs K-Nearest 

neighbors, independent component analysis, principle component analysis, linear 

discriminant analysis, and support vector machine. The method had promise for jobs 

that were more precise and effective with an accuracy of 96.3% [26]. 

3. Methodology  

The emotional monitoring dataset is used to contain physiological and emotional 

data from subjects with audiovisual stimuli, offering heart rate, 

Electroencephalography (EEG), and emotional ratings. Biosensor data is preprocessed 

through Z-score normalization, ensuring consistency, which boosts the accuracy of the 

classification model as noise is reduced and the Fast Fourier Transform is used for 

feature extraction. The method used is the Battle Royale fine-tuned Deep Bidirectional 

Long Short-Term Memory that captures both forward and backward temporal 

dependencies in the physiological data and optimizes the feature selection through 

Battle Royale optimization in improving the model. The overall flow of this research 

is depicted in Figure 1. This system enables real-time emotional and cognitive 

engagement detection with adaptive feedback for instructors. 

 
Figure 1. Overall proposed method flow. 

3.1. Dataset 

 The dataset was created especially for university ideological and political 

education and it is intended for use in emotional monitoring and feedback systems. 

Heart rate, skin conductance, EEG, temperature, pupil diameter, smile intensity, frown 

intensity, cortisol level, activity level, ambient noise level, and lighting level are 

among the features of this dataset that are intended to capture physiological and 
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behavioral responses that are likely indicative of students’ emotional and cognitive 

states. It was gathered from a Kaggle source [27]. It classifies students into three 

categories highly engaged, moderately engaged, and disengaged, by the integration of 

these features. This dataset is designed to mimic real educational settings, where it 

makes checking up-to-date actions of students through biosensors straightforward and 

provides actionable insights into how teaching strategies and learning outcomes could 

improve. It was designed especially for university ideological and political education 

and offers an alternative way of understanding students’ emotional and cognitive states 

by looking at physiological and behavioral responses. More, however, would be added 

about the data collection process to increase its utility and credibility. This information 

would facilitate the replication of the research or its adaptation to any particular 

researcher’s context, thereby optimizing its impact.  

3.2. Preprocessing using Z-score normalization 

Z-score normalization to standardize biosensor data, so that all features lie around 

zero with unit variance. General preprocessing usually helps the model absorb scale 

variations of physiological signals and, consequently enhances the BR-DBiLSTM 

model’s ability to attain stable accuracy in classification. A technique for normalizing 

data based on its mean and standard deviation is called Z-score normalization. If the 

data’s true lowest and highest values are unidentified this approach is quite helpful. 

The following formula is applied in the Equation (1). 

𝑊𝑛𝑒𝑤 =
𝑊 − 𝜇

𝜎
=

𝑊 − 𝑀𝑒𝑎𝑛(𝑊)

𝑆𝑡𝑑𝐷𝑒𝑣(𝑊)
 (1) 

The normalized findings’ new value is denoted by 𝑊𝑛𝑒𝑤. 𝑊 is the old value. 𝜇 is 

the population mean and 𝜎 is the standard deviation value. 

3.3. Fast fourier transform (FFT) using feature extraction 

Extracting frequency-domain information from physiological inputs, the FFT is 

used in this work to better identify patterns in emotional and cognitive involvement. 

It increases the BR-DBiLSTM model’s accuracy and feature selection. The spectral 

properties of alpha waves (8 Hz–13 Hz) are extracted using the power frequency units. 

Power Spectral Density (PSD) calculates the spectral intensity for each unit of 

frequency. An estimate of the frequency of the signal’s content can be made using the 

PSD. Equation (2) provides the expected power at a chosen frequency.  

𝑃𝑆𝐷 =
1

2𝜋
∫ 𝑇𝑤(𝜔)𝑑𝜔

𝜔2

𝜔1

 (2) 

𝑇𝑤(𝜔) = lim
𝑠→∞

[
𝐹[𝐸𝑤(𝜔)2]

2𝑆
] (3) 

where 𝜔1 and 𝜔2 are the smallest and highest frequencies of the spectrum results, and 

𝐸(𝜔)is the value of the input signal’s Fourier spectrum result. The dominating spectral 

energy from the power spectrum is determined using the Spectral Centroid (SC). It is 

typically employed in speech and audio recognition systems to identify the dominant 
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frequency in speech or audio signals. Equation (4) provides the formula for calculating 

the centroid. 

𝑆𝐶 =
∑ 𝑘𝐹(𝐿)𝑀

𝑙=1

∑ 𝐸(𝐿)𝑀
𝑙=1

 (4) 

where 𝐸[𝑙]is the DFT spectrum amplitude that corresponds to bin𝑙, and the energy of 

the frequency (alpha wave) was also used in this work in addition to the SC and PSD. 

Equation (5) provides the spectral energy circulation of a certain signal. 

𝑆𝐸 = ∑ 𝑊(𝑙)2
𝑀−1

𝑙=1

 (5) 

The FFT spectrum result of the input signal is represented by𝑊(𝐿), where 𝐿 is 

the total number of bins in the FFT. 

3.4. Battle royale fine-tuned-deep bidirectional long short-term memory 

(BR-DBiLSTM) 

The BR-DBiLSTM hybrid method extracts from the Deep Bidirectional LSTM 

and Battle Royale optimization with the aim of university education emotional 

monitoring and feedback systems. In the approach, DBiLSTM processes the 

sequential physiological signals coming from biosensors, like heart rate and skin 

conductivity, and therefore captures both forward and backward temporal 

dependencies, which are important to the full emotional context that students place in 

their activities. Optimization of Battle Royale optimizes the model to select the most 

relevant features from the sensor data; it reduces noise and improves classification 

accuracy. The hybrid model is more accurate and responsive in real time to stress, 

engagement, and relaxation levels. In response, adaptive feedback is provided to the 

instructors using a dashboard showing the levels of emotional and cognitive 

engagement, disengagement, or stress alerts, hence fostering a responsive and 

supportive learning environment. The BR-DBiLSTM approach is represented by 

Algorithm 1, which is provided below. 

Algorithm 1 The Process of BR-DBiLSTM 

1: 𝑖𝑚𝑝𝑜𝑟𝑡 𝑡𝑒𝑛𝑠𝑜𝑟𝑓𝑙𝑜𝑤 𝑎𝑠 𝑡𝑓 
2: 𝑓𝑟𝑜𝑚 𝑡𝑒𝑛𝑠𝑜𝑟𝑓𝑙𝑜𝑤. 𝐾𝑒𝑟𝑎𝑠.𝑀𝑜𝑑𝑒𝑙𝑠 𝑖𝑚𝑝𝑜𝑟𝑡 𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙 
3: 𝑓𝑟𝑜𝑚 𝑡𝑒𝑛𝑠𝑜𝑟𝑓𝑙𝑜𝑤. 𝐾𝑒𝑟𝑎𝑠. 𝐿𝑎𝑦𝑒𝑟𝑠 𝑖𝑚𝑝𝑜𝑟𝑡 𝐷𝑒𝑛𝑠𝑒, 𝐿𝑆𝑇𝑀, 𝐵𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙, 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 
4: 𝑑𝑒𝑓 𝐷𝐵𝑖𝐿𝑆𝑇𝑀(𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒): 
5:     𝑚𝑜𝑑𝑒𝑙 =  𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙([ 
6:         𝐵𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐿𝑆𝑇𝑀(𝑢𝑛𝑖𝑡𝑠), 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒 = 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒, 𝑟𝑒𝑡𝑢𝑟𝑛_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠 = 𝑇𝑟𝑢𝑒), 
7:         𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑑𝑟𝑜𝑝𝑜𝑢𝑡_𝑟𝑎𝑡𝑒), 
8:         𝐵𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐿𝑆𝑇𝑀(𝑢𝑛𝑖𝑡𝑠)), 
9:         𝐷𝑒𝑛𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑎𝑠𝑠𝑒𝑠, 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑠𝑜𝑓𝑡𝑚𝑎𝑥′) 
10:     ]) 
11:     𝑟𝑒𝑡𝑢𝑟𝑛 𝑚𝑜𝑑𝑒𝑙 
12: 𝑑𝑒𝑓 𝐵𝑅(𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒): 
13:     𝑚𝑜𝑑𝑒𝑙 =  𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙([ 
14:         𝐷𝑒𝑛𝑠𝑒(𝑢𝑛𝑖𝑡𝑠, 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒 = 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒, 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑟𝑒𝑙𝑢′), 
15:         𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑑𝑟𝑜𝑝𝑜𝑢𝑡_𝑟𝑎𝑡𝑒), 
16:         𝐷𝑒𝑛𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑎𝑠𝑠𝑒𝑠, 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑠𝑜𝑓𝑡𝑚𝑎𝑥′) 
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Algorithm 1 (Continued) 

17:     ]) 
18:     𝑟𝑒𝑡𝑢𝑟𝑛 𝑚𝑜𝑑𝑒𝑙 
19: 𝑑𝑒𝑓 𝐵𝑅_𝐷𝐵𝑖𝐿𝑆𝑇𝑀(𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒): 
20:     𝑚𝑜𝑑𝑒𝑙 =  𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙([ 
21:         𝐵𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐿𝑆𝑇𝑀(𝑢𝑛𝑖𝑡𝑠), 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒 = 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒, 𝑟𝑒𝑡𝑢𝑟𝑛_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠 = 𝑇𝑟𝑢𝑒), 
22:         𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑑𝑟𝑜𝑝𝑜𝑢𝑡_𝑟𝑎𝑡𝑒), 
23:         𝐵𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐿𝑆𝑇𝑀(𝑢𝑛𝑖𝑡𝑠)), 
24:         𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑑𝑟𝑜𝑝𝑜𝑢𝑡_𝑟𝑎𝑡𝑒), 
25:         𝐷𝑒𝑛𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑎𝑠𝑠𝑒𝑠, 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑠𝑜𝑓𝑡𝑚𝑎𝑥′) 
26:     ]) 
27:     𝑟𝑒𝑡𝑢𝑟𝑛 𝑚𝑜𝑑𝑒𝑙 
28: 𝑑𝑒𝑓 𝑐𝑜𝑚𝑝𝑖𝑙𝑒_𝑚𝑑𝑙(𝑚𝑑𝑙): 
29:     𝑚𝑑𝑙. 𝑐𝑜𝑚𝑝𝑖𝑙𝑒(𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 = ′𝑜𝑝𝑡′, 𝑙𝑜𝑠𝑠 = ′𝑐𝑎𝑡_𝑐𝑟𝑜𝑠𝑠′, 𝑚𝑒𝑡𝑟𝑖𝑐𝑠 = [′𝑎𝑐𝑐′]) 
30: 𝑑𝑒𝑓 𝑡𝑟𝑎𝑖𝑛_𝑒𝑣𝑎𝑙(𝑚𝑑𝑙, 𝑡𝑟𝑎𝑖𝑛_𝑑𝑎𝑡𝑎, 𝑡𝑟𝑎𝑖𝑛_𝑙𝑏𝑙𝑠, 𝑡𝑒𝑠𝑡_𝑑𝑎𝑡𝑎, 𝑡𝑒𝑠𝑡_𝑙𝑏𝑙𝑠): 
31:     𝑚𝑑𝑙. 𝑓𝑖𝑡(𝑡𝑟𝑎𝑖𝑛_𝑑𝑎𝑡𝑎, 𝑡𝑟𝑎𝑖𝑛_𝑙𝑏𝑙𝑠, 𝑒𝑝𝑜𝑐ℎ𝑠 = 𝑒𝑝𝑜𝑐ℎ𝑠, 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 = 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒, 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑡𝑎 =

(𝑡𝑒𝑠𝑡_𝑑𝑎𝑡𝑎, 𝑡𝑒𝑠𝑡_𝑙𝑏𝑙𝑠)) 
32:     𝑟𝑒𝑡𝑢𝑟𝑛 𝑚𝑑𝑙. 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑡𝑒𝑠𝑡_𝑑𝑎𝑡𝑎, 𝑡𝑒𝑠𝑡_𝑙𝑏𝑙𝑠) 
33: 𝑑𝑒𝑓 𝑚𝑎𝑖𝑛(): 
34:     𝑑𝑎𝑡𝑎, 𝑙𝑏𝑙𝑠 =  𝑙𝑜𝑎𝑑_𝑑𝑎𝑡𝑎() 
35:     𝑡𝑟𝑎𝑖𝑛_𝑑𝑎𝑡𝑎, 𝑡𝑒𝑠𝑡_𝑑𝑎𝑡𝑎, 𝑡𝑟𝑎𝑖𝑛_𝑙𝑏𝑙𝑠, 𝑡𝑒𝑠𝑡_𝑙𝑏𝑙𝑠 =  𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠_𝑑𝑎𝑡𝑎(𝑑𝑎𝑡𝑎, 𝑙𝑏𝑙𝑠) 
36:     𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒 =  (𝑠𝑒𝑞_𝑙𝑒𝑛, 𝑛𝑢𝑚_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 
37:     𝑓𝑜𝑟 𝑚𝑜𝑑𝑒𝑙_𝑓𝑢𝑛𝑐 𝑖𝑛 [𝐷𝐵𝑖𝐿𝑆𝑇𝑀, 𝐵𝑅, 𝐵𝑅_𝐷𝐵𝑖𝐿𝑆𝑇𝑀]: 
38:         𝑚𝑑𝑙 =  𝑚𝑜𝑑𝑒𝑙_𝑓𝑢𝑛𝑐(𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒) 
39:         𝑐𝑜𝑚𝑝𝑖𝑙𝑒_𝑚𝑑𝑙(𝑚𝑑𝑙) 
40:         𝑙𝑜𝑠𝑠, 𝑎𝑐𝑐 =  𝑡𝑟𝑎𝑖𝑛_𝑒𝑣𝑎𝑙(𝑚𝑑𝑙, 𝑡𝑟𝑎𝑖𝑛_𝑑𝑎𝑡𝑎, 𝑡𝑟𝑎𝑖𝑛_𝑙𝑏𝑙𝑠, 𝑡𝑒𝑠𝑡_𝑑𝑎𝑡𝑎, 𝑡𝑒𝑠𝑡_𝑙𝑏𝑙𝑠) 
41:         𝑝𝑟𝑖𝑛𝑡(𝑓"{𝑚𝑜𝑑𝑒𝑙_𝑓𝑢𝑛𝑐. __𝑛𝑎𝑚𝑒__}  −  𝐿𝑜𝑠𝑠: {𝑙𝑜𝑠𝑠}, 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦: {𝑎𝑐𝑐}") 
42: 𝑖𝑓 __𝑛𝑎𝑚𝑒__  ==  "__𝑚𝑎𝑖𝑛__": 
43:     𝑚𝑎𝑖𝑛() 

3.4.1. Deep bidirectional long short term memory (DBiLSTM) 

The DBiLSTM method employed by the research effectively captures forward 

and backward temporal dependencies of students’ physiological data to accurately 

detect emotional and cognitive engagement for real-time feedback in educational 

settings. The model, which is based on LSTM, uses three gates: the input gate, the 

forget gate, and the output gate. The following Equation (6) is a precise description of 

an LSTM unit. 

𝑗𝑠 = 𝜎(𝑍𝑗 × 𝑤𝑠 + 𝑋𝑗 × 𝑔𝑠−1 + 𝑎𝑗) (6) 

When the input gate at time 𝑗𝑠 is represented by, the bias term by 𝑍 and 𝑋, the 

matrix multiplication process by the sigmoid function of𝜎 , the input data at time 

𝑠 by 𝑤𝑠, and the output of the previous LSTM unit by 𝑔𝑠−1 are all demonstrated to 

determine whether particular data from the previous unit has to be changed, the input 

gate is essential. 

𝑒1 = 𝜎(𝑍𝑒 × 𝑤𝑠 + 𝑋𝑒 × 𝑔𝑠−1 + 𝑎𝑑) (7) 

where 𝑒𝑠 stands for the forget gate, which is in charge of determining the information’s 

importance and erasing previous knowledge is determined in Equation (7). 

�̃�𝑠 = tanh (𝑍𝑑 × 𝑤𝑠 + 𝑋𝑑 × 𝑔𝑠−1 + 𝑎𝑑) (8) 

𝑑𝑠 = 𝑒𝑠⨀𝑑𝑠−1 + 𝑗𝑠⨀�̃�𝑠 (9) 
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where the applicant’s 𝑑𝑠  state is ascertained by applying the tangent activating 

function, as shown in Equation (7). The current condition of the cell is then assessed 

and given in Equations (8) and (9), which ⨀ stands for point-to-point multiplication. 

ℎ𝑠 = 𝜎(𝑍ℎ𝑤𝑠 + 𝑋ℎ𝑔𝑠−1 + 𝑎ℎ) (10) 

𝑔𝑠 = ℎ𝑠⨀tanh (𝑑𝑠) (11) 

In Equation (10), the output gate 𝑔𝑠 is computed, and in Equation (11), ℎ𝑠stands 

for the LSTM unit’s output. The baseline LSTM model uses just historical data to 

forecast current human activities. Evaluating the data in a one-way fashion may result 

in the loss of some information. The two LSTM layers that make up the Deep BiLSTM 

function both forward and backward, as shown in Figure 2. The Deep BiLSTM’s 

output layer is constructed as follows in Equation (12). 

𝑢𝑠 = [𝑔𝑠⃗⃗⃗⃗ 𝑔𝑠⃖⃗⃗⃗⃗] (12) 

 
Figure 2. Deep BiLSTM (Bidirectional long short-term memory) framework. 

The symbols 𝑔𝑠⃖⃗⃗⃗⃗ and 𝑔𝑠 ⃗⃗⃗⃗  ⃗ stand for the forward and backward results of the LSTM 

units, respectively. The output is created by combining these two LSTM units. The 

core idea behind the Recurrent Neural Network (RNN) is that we introduce the data 

gradually, one at a time; sequentially, thereby including the temporal variable as well, 

as opposed to sending the entire set of input data to the neural network in a single 

instance. It can feed the beginning value into the network and get a corresponding 

output if it has an array of input values. The next output is then produced by feeding 

the next input with the previous output. 

3.4.2. Battle royale optimization (BRO) 

The Battle Royale optimization method for optimizing feature selection and input 

data quality is applied in the research. It helps eliminate noises, improve extraction of 

relevant features, and increase classification accuracy in finding engagement by the 
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DBiLSTM model. The last survival tactic in a difficult setting served as the inspiration 

for the Battle Royale Optimization (BRO) algorithm, a game-based optimization 

technique. Players (soldiers) engage in competitive combat with one another in various 

kinds of fighting games. Each player’s objective is to kill as many other players as 

possible after initially surviving. A player will respond in a random area of the game 

field if injuries continue during gameplay for a predetermined period. The BRO 

method randomly distributes the first potential solutions over the issue space in Battle 

Royale games. Each response would be contrasted with its closest neighbor. The 

winner would be the answer with the highest fitness value, and the loser would be the 

other option. 

Every potential solution has a parameter that keeps track of each solution’s 

degree of damage or loss. Following each damage parameter would increase. A 

solution will be shifted around by Equation (13) and it absorbs damage repeatedly for 

a specified amount of time, the damage level will be reset to zero. If the damage is less 

than the threshold, reallocation will be accomplished using Equation (14). 

𝑤𝑑𝑎𝑚,𝑐 = 𝑞(𝑣𝑎𝑐 − 𝑘𝑎𝑐) + 𝑘𝑎𝑐 (13) 

𝑤𝑑𝑎𝑚,𝑐 = 𝑤𝑑𝑎𝑚,𝑐 + 𝑞(𝑤𝑏𝑒𝑠𝑡,𝑐 − 𝑤𝑑𝑎𝑚,𝑐) (14) 

In this equation, the positions of the destroyed and most recognized solution in 

dimension 𝑐 are denoted by 𝑤𝑑𝑎𝑚,𝑐  and 𝑤𝑏𝑒𝑠𝑡,𝑐 , respectively, where 𝑞 is a number 

that is evenly distributed in the region [0,1]. 𝑣𝑎𝑐 and 𝑘𝑎𝑐 stand for higher and lower 

constraints on the dimension of the problem space 𝑐 respectively. 

The algorithm’s key characteristic is that, if iteration≤ ∆ , the search space 

narrows and approaches the optimal answer by ∆= ∆ + ⌈
∆

2
⌉ with every ∆  iteration. 

The safety zone will get smaller if the iteration is raised to a value of ∆ . 
Max𝐶𝑖𝑐𝑙𝑒

𝑟𝑜𝑢𝑛𝑑(log10(Max𝐶𝑖𝑐𝑙𝑒))
, where 𝑀𝑎𝑥𝐶𝑖𝑐𝑙𝑒 the greatest number of iterations is the default 

value for ∆. The space boundary is intended to push all potential solutions in the 

direction of the most promising one. To defend elitism, remember that each round’s 

best solution is saved. The problem space can be made smaller by applying Equation 

(15), where 𝑆𝐷(𝑤𝑐̅̅̅̅ ) is the population standard deviation in dimensions. 

𝑘𝑎𝑐 = 𝑤𝑏𝑒𝑠𝑡,𝑐 − 𝑆𝐷(𝑤𝑐̅̅̅̅ )

𝑣𝑎𝑐 = 𝑤𝑏𝑒𝑠𝑡,𝑐 − 𝑆𝐷(𝑤𝑐̅̅̅̅ )
 (15) 

4. Result and discussion 

4.1. Result 

In the experiment, a Personal Computer (PC) with 500 Gigabytes (GB) of storage 

and 16 GB of Random Access Memory (RAM) serves as the computational platform 

that facilitates the efficient execution of machine learning algorithms and data analysis 

tasks. Libraries like TensorFlow and Scikit-learn are used for developing and 

deploying real-time emotion tracking and feedback generation systems that will ensure 

robust model performance. The biosensors are integrated using dedicated equipment 
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that collects and transmits physiological data to be processed. The Python is used for 

advanced data analysis by utilizing its extensive libraries and flexibility.  

Emotion detection indicates the spread of the emotional state observed in the 

students during the sessions of political education measured by the detection of 

emotional states with a biosensor-based emotional monitoring and feedback system. 

Neutral emotion is prominent and represents 71% of all instances where emotions have 

been found. This suggests that most students exhibit a balanced emotional state, likely 

because the content being discussed did not elicit extreme reactions. Anger, at 14%, 

would tell that a sizeable proportion of the students had a sense of frustration or 

disagreement, suggesting areas of potential conflict or dissatisfaction with the content 

or delivery of the course. Sadness, at only 8%, represents an important proportion of 

students who were probably disillusioned or disconnected from the material 

warranting further examination to determine the cause. The percent of happiness is 

2.5%, the percent of fear is 2%, the percent of disgust is about 1.5%, and the percent 

of surprise is 1%. All these percentages were relatively low, suggesting that while 

there were emotional spikes, to occurred infrequently. Such events can better elucidate 

some of the reactions toward parts of the school curriculum and present opportunities 

for changing the delivery of content, teaching techniques, or mechanisms for effective 

support. Overall, this emotional information is beneficial in optimizing the learning 

environment by adjusting appropriate educational content and methods to conform 

with how students respond emotionally, thereby creating a more involved and 

receptive space for ideological and political education. The value of the above 

statement is represented in Figure 3. 

 
Figure 3. Performance values in emotions. 

The cognitive engagement detection introduces four types of student engagement 

levels and it will define these factors to indicate the capabilities of a system to measure 

different attention and participation levels in ideological and political education. The 

cognitive engagement level is illustrated in Figure 4. With 35% displaying high 

instances of engagement, the results show that there is a fully immersed, number of 

students who are intensely engaged, actively participating, and responsive to education. 
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Moderate engagement which stands at 24% is students who seem attentive but would 

not be wholly focused like the rest in the high engagement category. Low engagement, 

which comprises 26%, simply implies a student being present with very little cognitive 

investment, possibly being distracted or less concerned. The non-engaging of 15% 

indicates students who have the lowest cognitive or affective response. Because this 

is a real-time feedback system via biosensor technology that measures the level of real-

time cognitive and emotional engagement, its results are useful for teachers to adapt 

instruction to maximize engagement in students at all levels. 

 
Figure 4. Cognitive engagement detection using biometric sensors. 

The proposed Battle Royale fine-tuned Deep Bidirectional Long Short-Term 

Memory (BR-DBiLSTM) method was outperformed by several existing methods, 

including the Bidirectional Encoder Representations from Transformers and Multi-

Head Attention (BERT-MHA), BERT-Bidirectional Gate Recurrent Unit (BiGRU), 

and BERT-BiGRU-MHA [27]. The characteristics of Micro-P, Micro-R, and Micro-

F are examined in this section. 

Micro-Precision: This refers to how well each model can identify emotions and 

provide insightful feedback. Figure 5 and Table 1 illustrate the micro precision value, 

the best was the BERT-MHA, with an accuracy of 63.99%, and a multi-head attention 

mechanism helped fit the model into complex emotional patterns. The BERT-BiGRU 

model, which follows the structure of bidirectional GRU architecture, scored 62.28%, 

even outperforming the base BERT in terms of its contextual understanding. The 

BERT-BiGRU-MHA model, with the inclusion of both attention and bidirectional 

mechanism, reached an accuracy of 64.49%, which not only shows that the role of 

attention in a recurrent structure contributes towards the better perception of emotions 

but is also remarkable since it understands the fact that the BR-DBiLSTM model, 

based on the fine-tuned bidirectional LSTM structure for monitoring emotion, 

achieved an extraordinary precision score of 89.65%. This implies that BR-DBiLSTM 

is dramatically effective for the monitoring of cognitive engagement, making it 

suitable for feedback systems in education settings requiring accurate emotional 

detection.  
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Figure 5. Micro-P results across different experimental conditions. 

Table 1. Summary of Micro-P analysis results. 

Methods Micro-P (%) 

BERT-MHA [28] 63.99 

BERT-BiGRU [28] 62.28 

BERT-BiGRU-MHA [28] 64.49 

BR-DBiLSTM [Proposed] 89.65 

Micro-Recall: The ability of each model to recognize emotional and cognitive 

engagement in this particular environment is indicated by micro-recall ratings. Figure 

6 and Table 2 illustrate the micro recall value. A recall score of 59.23% was attained 

by the BERT-MHA model, which uses multi-head attention to capture subtle 

emotional elements. By contrast, the BERT-BiGRU model demonstrated better recall 

at 61.90%. This model makes use of a bidirectional GRU layer for greater sequence 

understanding. The importance of integrating attention and bidirectional architectures 

for emotional detection was further supported by the similar recall level of 61.61% 

attained by the BERT-BiGRU with multi-head attention combination (BERT-BiGRU-

MHA). With a remarkable 88.34% recall, the BR-DBiLSTM model much surpassed 

the rest. Because of its high recall, the model can better identify and remember 

emotional cues, which makes it ideal for use in educational feedback systems that need 

to track emotional engagement accurately and consistently. 

Table 2. Micro-R analysis outcomes: Evidence and interpretation. 

Methods Micro-R (%) 

BERT-MHA [28] 59.23 

BERT-BiGRU [28] 61.9 

BERT-BiGRU-MHA [28] 61.61 

BR-DBiLSTM [Proposed] 88.34 



Molecular & Cellular Biomechanics 2025, 22(3), 844.  

14 

 
Figure 6. Outcomes of Micro-R: A comprehensive overview. 

Micro-F1-score: The micro-F1-score is a crucial metric that illustrates the 

model’s performance. Better overall at selecting appropriate, pertinent emotional 

states and generating reliable feedback, when their F1 scores are greater. Figure 7 and 

Table 3 illustrate the micro F1-score value, BERT-MHA with multi-head attention 

was able to draw a moderate F1-score: 61.51%, showing its fair ability to capture cues. 

The BERT-BiGRU will utilize the bidirectional GRU mechanism to attain the F1-

score of 62.08%, taking advantage of the enhanced sequential processing mechanism. 

The BERT-BiGRU-MHA, which incorporates both mechanisms, attained a higher F1-

score of 63.01%, as demonstrated to be more accurate in balancing while detecting 

emotions. However, this model did not manage to climb to the performance zenith of 

the BR-DBiLSTM with its colossal F1-score of 90.62%. It reflects how well BR-

DBiLSTM seizes complex emotional and cognitive engagement cues, making it a 

good fit for nuanced educational feedback systems where fine-grained monitoring of 

emotions is critical to effective learning support. 

 
Figure 7. Micro-F1 performance results. 
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Table 3. Performance metrics based on Micro-F1 score. 

Methods Micro-F1 (%) 

BERT-MHA [28] 61.51 

BERT-BiGRU [28] 62.08 

BERT-BiGRU-MHA [28] 63.01 

BR-DBiLSTM [Proposed] 90.62 

4.2. Discussion 

BR-DBiLSTM technique offers a significant advantage in emotional monitoring, 

particularly for ideological and political education, by attaining higher classification 

accuracy in emotions. Every existing method, including BERT-MHA, BERT-BiGRU, 

and BERT-BiGRU-MHA, has shortcomings. Although BERT-BiGRU-MHA 

combines multi-head attention with recurrent structures, its practical application is 

limited, due to its limited scalability and computational inefficiencies; BERT-BiGRU 

struggles to process long-term contextual relationships, which results in lower recall 

rates, and BERT-MHA struggles to capture sequential dependencies in complex 

emotional data, which affects its precision. By using a strong bidirectional LSTM 

structure that efficiently collects both forward and backward contextual information 

and fine-tuning to improve responsiveness to small emotional cues, the BR-DBiLSTM 

technique gets around these drawbacks. This strategy improves performance across a 

range of educational emotional and cognitive engagement to increase model 

sensitivity and decrease misclassification rates. It is suited for real-time educational 

applications because of its optimized architecture, which guarantees both outstanding 

accuracy and efficiency. The proposed model, “BR-DBiLSTM,” has several merits 

over other models. First, it combines the BiLSTM architecture with a BRO retrieval 

mechanism, which allows the model to capture forward and backward dependencies 

within sequential data, thus helping in improving context understanding. This design 

enhances the model’s capabilities to process time-series or sequential inputs, such as 

emotional data, more effectively. Moreover, the BRO component enhances the 

retrieval accuracy of the model by dynamically adjusting its focus on relevant features 

to ensure better generalization. Compared with traditional models, the BR-DBiLSTM 

model improves predictive performance and offers greater adaptability to various 

input variations, providing a more comprehensive and reliable analysis for emotion 

monitoring in complex educational settings. 

5. Conclusions  

The developed research concluded with a new biosensor-based emotional 

monitoring and feedback system to improve the ideological and political education of 

students through better engagement. The BR-DBiLSTM model, implemented on 

Battle Royale, was able to recognize the levels of cognitive and emotional engagement. 

The results proved that the model is robust and precise, obtaining a Micro-P of 89.95%, 

Micro-R of 88.34%, and Micro-F1 of 90.62%. The values illustrate its accuracy in 

classification and reliability. The adaptive feedback on the system, based on real-time 

data from biosensors, offers tremendous benefits for educators to detect student 
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disengagement and stress responses and take corrective measures in time. This can 

create a great potential for the stimulation of active involvement and further deepening 

students’ knowledge about values, ethics, and social norms in university ideological 

and political education circumstances. 

Limitations and future scope  

Biosensor data might not adequately or properly capture the complexity of 

emotional experiences. Individual differences in physiological reactions might cause 

misunderstandings and compromise the validity of therapies and feedback. 

Continuous monitoring might be difficult for variations in sensor data caused by 

changes in the surrounding environment, user activity, and emotional intensity. Future 

scope might offer personalized feedback, for modifying instructional materials and 

intervention strategies to fit the emotional needs of each learner. Ideological and 

political education might become more successful and interesting with the help of 

adaptable features. 

Author contributions: Conceptualization, DZ; methodology, FW; software, YW; 

validation, XH; writing—original draft preparation, DZ; writing—review and editing, 

FW; visualization, YW; supervision, XH. All authors have read and agreed to the 

published version of the manuscript. 

Ethical approval: Not applicable. 

Conflict of interest: The authors declare no conflict of interest. 

References 

1. Fang, Y., Chen, H., Tao, H., Tian, Y., Lu, L. and Cui, B., 2024. Practice and Exploration of Ideological and Political 

Education Reform in Course of Modern Food Testing Technology. International Journal Of Humanities Education and 

Social Sciences, 4(1).10.55227/ijhess.v4i1.1161 

2. Li, X., Dong, Y., Jiang, Y. and Ogunmola, G.A., 2022. Analysis of the teaching quality of college ideological and political 

education based on deep learning. Journal of Interconnection Networks, 22(Supp02), 

p.2143002.10.1142/S0219265921430027 

3. Tian, Y., 2022. Teaching effect evaluation system of ideological and political teaching based on supervised learning. Journal 

of Interconnection Networks, 22(Supp05), p.2147015.10.1142/S0219265921470150 

4. Yu, Y., 2022. On the ideological and political education of college students in the new media era. Open Journal of Social 

Sciences, 10(1), pp.1-14.10.4236/jss.2022.101001  

5. Zhao, X. and Zhang, J., 2021. The analysis of the integration of ideological political education with innovation 

entrepreneurship education for college students. Frontiers in Psychology, 12, p.610409.10.3389/fpsyg.2021.610409 

6. Feng, L. and Dong, Y., 2022. Teaching quality analysis of college ideological and political education based on deep learning. 

Journal of Interconnection Networks, 22(Supp05), p.2147006.10.1142/S021926592147006X 

7. Zembylas, M., 2022. The affective atmospheres of democratic education: pedagogical and political implications for 

challenging right-wing populism. Discourse: Studies in the Cultural Politics of Education, 43(4), pp.556-

570.10.1080/01596306.2020.1858401 

8. Garrett, H.J. and Alvey, E., 2021. Exploring the emotional dynamics of a political discussion. Theory & Research in Social 

Education, 49(1), pp.1-26.10.1080/00933104.2020.1808550 

9. Jiang, J. and Tanaka, A., 2022. Autonomy support from support staff in higher education and students’ academic 

engagement and psychological well-being. Educational Psychology, 42(1), pp.42-63.10.1080/01443410.2021.1982866 

10. Camangian, P. and Cariaga, S., 2022. Social and emotional learning is hegemonic miseducation: Students deserve 

humanization instead. Race Ethnicity and Education, 25(7), pp.901-921.10.1080/13613324.2020.1798374 



Molecular & Cellular Biomechanics 2025, 22(3), 844.  

17 

11. Northey, G., Dolan, R., Etheridge, J., Septianto, F. and Van Esch, P., 2020. LGBTQ imagery in advertising: How viewers’ 

political ideology shapes their emotional response to gender and sexuality in advertisements. Journal of Advertising 

Research, 60(2), pp.222-236.10.2501/JAR-2020-009 

12. Gao, H.W., 2023. Innovation and development of ideological and political education in colleges and universities in the 

network era. International Journal of Electrical Engineering & Education, 60(2_suppl), pp.489-

499.10.1177/00207209211013470 

13. Li, K., Jing, M., Tao, X. and Duan, Y., 2023. Research on the online management system of network ideological and 

political education of college students. International Journal of Electrical Engineering & Education, 60(2_suppl), pp.377-

388.10.1177/0020720920983704 

14. Yun, G., Ravi, R.V. and Jumani, A.K., 2023. Analysis of the teaching quality on a deep learning-based innovative 

ideological political education platform. Progress in Artificial Intelligence, 12(2), pp.175-186.10.1007/s13748-021-00272-0 

15. Xiaoyang, H., Junzhi, Z., Jingyuan, F. and Xiuxia, Z., 2021. Effectiveness of ideological and political education reform in 

universities based on data mining artificial intelligence technology. Journal of Intelligent & Fuzzy Systems, 40(2), pp.3743-

3754.10.3233/JIFS-189408 

16. Zmigrod, L., 2022. Psychology of ideology: Unpacking the psychological structure of ideological thinking. Perspectives on 

Psychological Science, 17(4), pp.1072-1092.10.1177/17456916211044140 

17. Liu, X., Xiantong, Z. and Starkey, H., 2023. Ideological and political education in Chinese Universities: structures and 

practices. Asia Pacific Journal of Education, 43(2), pp.586-598.10.1080/02188791.2021.1960484 

18. Keegan, P., 2021. Critical affective civic literacy: A framework for attending to political emotion in the social studies 

classroom. The Journal of Social Studies Research, 45(1), pp.15-24.10.1016/j.jssr.2020.06.003 

19. Zhang, Y., 2023. The Role of Retired College Student Soldiers in Ideological and Political Work in Universities. Adult and 

higher education, 5(18), pp.1-7.10.23977/aduhe.2023.051801 

20. Gaina, V., Dimdins, G., Austers, I., Muzikante, I. and Leja, V., 2020. Testing a psychological model of political trust. 

International Journal of Smart Education and Urban Society (IJSEUS), 11(3), pp.1-10.10.4018/IJSEUS.2020070101 

21. Zhang, Z., 2023. The challenges of ideological and political education in universities based on the Internet environment and 

its optimization path. Applied Mathematics and Nonlinear Sciences.10.2478/amns.2023.2.0 

22. Yu, F., Yu, C., Tian, Z., Liu, X., Cao, J., Liu, L., Du, C. and Jiang, M., 2024. Intelligent wearable system with motion and 

emotion recognition based on digital twin technology. IEEE Internet of Things Journal. 

23. Haid, F., Schneeberger, M., Carballo-Leyenda, B., Rodríguez-Marroyo, J.A., Ladstätter, S., Weber, A., Almer, A., 

Mosbacher, J.A. and Paletta, L., 2024. Semantic Decision Support for Action Forces with Risk Stratification from Estimated 

Physiological Strain Cognitive-Emotional Stress and Situation Awareness. In Proc. AHFE. 

24. Sassi, A., Chérif, S. and Jaafar, W., 2024, June. Intelligent framework for monitoring student emotions during online 

learning. In International Conference on Engineering Applications of Neural Networks (pp. 207-219). Cham: Springer 

Nature Switzerland. 

25. Khan, U.A., Xu, Q., Liu, Y., Lagstedt, A., Alamäki, A. and Kauttonen, J., 2024. Exploring contactless techniques in 

multimodal emotion recognition: insights into diverse applications, challenges, solutions, and prospects. Multimedia 

Systems, 30(3), p.115. 

26. Reddy, R., Chintam, B.B.R. and Basha, A.H., 2024. Deep Learning-Based Facial Emotion Recognition and Behavior 

Monitoring: An Intelligent System for Human-Computer Interaction. In Disruptive Technologies for Sustainable 

Development (pp. 199-203). CRC Press. 

27. https://www.kaggle.com/datasets/ziya07/emotional-monitoring-dataset.  

28. Shen, S. and Fan, J., 2022. Emotion analysis of ideological and political education using a GRU deep neural network. 

Frontiers in Psychology, 13, p.908154. 


