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Abstract: Simulation technology is widely used in many fields, it usually involves three 

processes, (i) pre-process, (ii) analysis solver, and (iii) post-process. Simulation calculations 

require a large amount of computing resources, and users usually need to use cloud and High-

Performance Computing (HPC) systems to complete works. Simulation works are increasingly 

depending on the capacity of HPC or cloud, for cost reasons, people are more willing to use 

the services than self-built an HPC or Cloud computing cluster. However, that leads to the 

isolation of calculations and pre- and post-processing work, adding additional time for data 

transfer. Moreover, simulation engineers also want to use cloud servers in pre-processing and 

post-processing, since compared with local workstations, cloud servers have significant 

advantages in saving hardware investment, remote office collaboration, and data integration 

management. Therefore, we provide a platform framework based on cloud computing and HPC 

integration that supports the full process of simulation. Then, we implemented it in Tianhe-1A 

and Tianhe exascale supercomputers and THCloud environments. Through a city area-level 

explosion simulation experiment, it was verified that the framework can fully support the whole 

process of simulation, and effectively reduce the time of simulation work, improving the 

simulation engineer’s work efficiency. The study shows that the platform provides a feasible 

solution for full-process simulation. Compared with other platforms, it has the characteristics 

of full-process, high performance and high security. 
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1. Introduction 

At present, simulation technology has been widely used in the design and 

production of industrial products [1]. In general, simulation technology includes Finite 

Element Analysis (FEA), Computational Fluid Dynamics (CFD), Multibody 

Dynamics (MBD), and Durability for engineering or product performance analysis [2–

5]. Generally, simulation analysis involves pre-processing, Analysis solver and post-

processing. Pre-processing mainly includes the establishment of simulation physical 

model, such as geometric model, grid division, and the addition of physical properties 

and boundary conditions. Numerical solution is the core of Analysis solver, which 

includes structure analysis, fluid dynamics analysis, electromagnetic field analysis, 

sound field analysis, piezoelectric analysis, and coupling analysis of multiple physical 

fields. Post-processing mainly realizes the interpretation and evaluation of the analysis 

results, such as displaying the computation results in the form of color cloud maps, 

vector maps, particle flow traces, sections and other graphics, or outputting them in 

the form of text and charts. With the development of computer technology and 
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simulation software, the analysis solver of simulation has been developed from using 

a single workstation to supporting large-scale High-Performance Computing (HPC) 

cluster [6,7]. The application of HPC technology has greatly shortened the time 

requirement of the analysis solver and achieved more working conditions [8]. 

More and more simulation experts are abandoning the tradition of only paying 

attention to parts-level simulation in the past, and including the whole system of the 

whole objects (such as the whole machine and the whole car) into the computation 

scope at one time. Single physical field analysis (such as structure mechanics and fluid 

dynamics) is often unable to truly simulate some physical phenomena. Considering 

the influence of each physical factor on the analysis object has become the most 

popular technology for the development of simulation. Nowadays, the optimization of 

a single discipline has long been unable to meet the needs of product development. 

For one example, the overall design of the aircraft involves aerodynamics, propulsion 

system, flight dynamics, electromagnetism, weight center of gravity, stealth, expense, 

and so on [9,10]. The simulation technology is also more and more applied to the 

simulation and analysis of ultra-large scenarios, such as the damaging effect of the 

explosion on the surrounding environment at the urban area level [11]. The surge of 

simulation computation brought by this series of development changes can only be 

solved by HPC. 

In recent years, the number and computing speed of supercomputers in the world 

are increasing rapidly. More and more supercomputing centers are not only providing 

services to scientific research but also providing services to industrial enterprises [12]. 

The supercomputing centers have launched the pay-as-you-use mode HPC services, 

under which enterprise users only need to pay for the cost of CPU hours, file storage 

and network according to their usage [13]. This kind of service can avoid the need to 

build and maintain the HPC cluster by the users themselves and greatly save the cost 

of using HPC and also obtain larger scale computing power from the supercomputing 

centers [14]. 

Cloud computing brings many benefits to the HPC environment for simulation 

[15]. With the development of cloud computing, more and more commercial 

simulation software begins to support Licenses for Cloud Computing or use the Bring 

Your Own License mode. Users do not need to buy the licenses by themselves, and 

they only need to pay the rental fees of cloud licenses instead. In this way, enterprise 

users can reduce the input cost while achieving the ability of License scaling. 

Despite the advancements in simulation technology, several challenges persist, 

particularly in the integration and utilization of HPC resources. Traditional approaches 

often require simulation experts to work locally with pre- and post-processing software 

while relying on remote HPC for the solver stage. This disconnects results in 

significant inefficiencies due to the need for repeated file uploads and downloads, 

bandwidth limitations, and the additional workload associated with software 

maintenance and licensing [6]. Furthermore, the integration of HPC with cloud 

computing presents both opportunities and complexities, as it can offer scalability and 

on-demand resources but also introduces latency and security concerns.The research 

gap addressed in this study lies in the lack of a comprehensive, full-process supported 

simulation platform that seamlessly integrates cloud computing and HPC resources. 

Current solutions, such as CloudSME, LincoSim, CloudPass, and MCX Cloud, offer 
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varying degrees of web-based functionality and computing resource architectures but 

do not provide a unified, end-to-end solution for simulation workflows [7]. This 

limitation hinders the efficiency and productivity of simulation engineers, particularly 

in large-scale and complex simulations. 

Therefore, in order to solve the above problems, we proposed a platform 

framework named Full-process supported Simulation Platform Framework (FSPF) 

based on cloud computing and HPC integration. The contribution of this study is to 

provide a comprehensive solution that integrates the strengths of both cloud computing 

and high-performance computing (HPC) to enhance the efficiency and productivity of 

simulation workflows.  

This paper is organized as follows. First, the literature review section reviews the 

current status of the application of cloud computing and high-performance computing 

(HPC) in simulation workflow, as well as their respective advantages and limitations. 

Then, the paper elaborates the process and methodology of simulation, which lays the 

foundation for the FSPF platform framework proposed in this bit. Then, the article will 

detail the concept and architecture of FSPF, including the design and functions of user 

interface, application layer, middle layer and resource layer. Finally, the researcher 

demonstrates the practical effects and advantages of the FSPF platform framework by 

comparing it with other platforms and analyzing the experiments. 

2. Literature review 

Simulation systems can be generally divided into two types: discrete systems and 

continuous systems [16]. Discrete system simulations are typically either discrete-

event or agent-based. Discrete-event is mainly used to study complex queuing systems 

in equipment manufacturing, automobile engineering, and supply chains while agent-

based is used to social media, traffic, infection spread, etc. Continuous system 

simulations are used to analyze flow-related problems such as naval architecture and 

ocean engineering, oil prospecting, aircraft design and manufacturing, etc. 

There are numerous different approaches to developing simulation systems 

ranging from “local computing cluster” developments, and cloud-based developments 

to comprehensive workflow systems. Ieshkin et al. [17] described a flow visualization 

system using glow discharge with annular or plane electrodes and performed 

numerical simulation as well. Jorge et al. [18] proposed an architecture layout for a 

real-time power system simulation based on a distributed cluster of IBM PC clusters. 

Urban Borštnik et al. [19] presented the design and implementation of the Force 

Decomposition Machine, a cluster of personal computers that are tailored to running 

molecular dynamics simulations using the distributed force decomposition 

parallelization method.The cases above are the development approaches based on 

local computing clusters. Although advanced and convenient, significant barriers exist 

to the widespread adoption of these tools. In particular, “local computing cluster” 

development: 1. is considered complex to share work; 2. needs in-house expertise; 3. 

requires high capital costs; and 4. is difficult to carry out large-scale simulation 

operations with the increasing amount of raw data [20]. 

Guzzetti et al. [21] investigated the impact of different types of numerous 

simulation platforms. They compared in-house computing clusters, a large-scale 
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university-based high-performance computing (HPC), and a regional supercomputer 

with clouds (Penguin’s On-Demand HPC Cloud Service and Amazon’s EC2). They 

showed that clouds may be easy to use and utilized for scientific simulation possibly 

at lower cost and better performance than using a more expensive local computing 

cluster. 

An example of a cloud-based simulation is the distributed agent-based traffic 

simulator called Megaffic, that allows adaptive resource provisioning to speed up the 

execution of a single simulation run. Hanai et al. [22] used Bulk Synchronous 

Processing to process and synchronize between elements of a simulation assigned to 

distributed processors. At each checkpoint, a decision was made to add or remove 

processors and to re-balance the processing load. The simulator was implemented 

using the Google Compute Engine cloud. Another example of a cloud-based 

simulation is GridSpice, a scalable open-source simulation framework for modeling, 

designing and planning of the smart grid. Kyle Anderson et al. [23] seamlessly 

integrated existing electric power simulation tools with a Representational State 

Transfer (REST) application programming interface, which allowed the cloud-based 

architecture simulation platform easy to use.  

Besides, there are many advantages to using clouds for workflows, including on-

demand resource provisioning; the ability to allocate resources that match the 

workflow needs; and the ability to use custom software configurations that support 

applications with complex dependencies. What’s more, users can easily share their 

computing environments with colleagues and reviewers, thus increasing collaboration 

of scientific results [24]. CloudSME [16] simulation Platform is an architecture that 

uses a cloud broker platform to enable the capabilities of a multi cloud environment 

and combines with workflow development. LincoSim [25] is a web based HPC-cloud 

platform for automatic virtual towing tank analysis. CloudPSS [26] is a cloud-

computing based power system simulator. Based on an open service integrating 

framework, a self-developed electromagnetic transients (EMT) simulator with an 

automatic code generator is provided to accelerate EMT simulations using 

heterogeneous computing devices in the cloud, such as CPU and GPU. MCX Cloud 

[27] is a configuration-free, in-browser 3D MC simulation platform. Monte Carlo 

eXtreme (MCX) Cloud—built upon an array of robust and modern technologies, 

including a Docker Swarm-based cloud-computing backend and a web-based 

graphical user interface (GUI) that supports in-browser 3D visualization, 

asynchronous data communication, and automatic data validation via JavaScript 

Object Notation (JSON) schemas. 

Wolstencroft et al. [28] designed the Taverna workflow tool suite to combine 

distributed Web Services and/or local tools into complex analysis pipelines. These 

pipelines can be executed on local desktop machines or through larger infrastructures 

such as supercomputers or cloud environments. There are also some researches on 

running simulation computing tasks based on cloud computing platforms [28,29], and 

using resources integrated with HPC and cloud computing to build simulation 

platforms [30,31]. 

In the next section, we will propose the theoretical basis to create a full-process 

supported simulation platform framework, that integrates cloud platform and high-

performance computing (HPC), which means it has the advantages of cloud computing 
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and super-computing. Tianhe-1A, the fastest computer in the world from October 2010 

to June 2011, is one of the few peta-scale supercomputers in the world. Tianhe 

exascale supercomputer has a theoretical peak performance of 3.15 Pflops. By 

utilizing Tianhe-1A and Tianhe exascale supercomputers, this platform is generic as 

it supports a wide range of simulation applications while keeping high-level efficiency, 

stability, security and good user experience. Users can reduce expense and time spent 

significantly and reduce error level at the same time [32]. 

3. Theoretical foundation 

Taking structural calculation as an example, it usually includes three processes: 

pre-processing, Analysis solver, and post-processing. In the pre-processing, geometric 

modeling and detail processing are first carried out to establish the geometric structure 

involved in the analysis purpose and minimize the structural intervention according to 

the analysis focus. Then, use the grid generation tool to generate the grid. Then, 

simplify the geometric structure into elements such as mass point, shell, membrane, 

beam, truss or entity according to the analysis purpose. Next, give the parameters such 

as density, elastic modulus, Poisson ratio, yield strength, fracture strength, and fracture 

strain. Finally, set calculation conditions including analysis step, interaction, load and 

constraint conditions. 

When finishing the work above, enterprise users can submit the jobs. After 

completing the structure calculation, they can extract the computation results they 

need such as energy curve, displacement curve, velocity curve, acceleration curve, etc. 

The whole structure calculation progress is shown in Figure 1. 

The earliest simulation computing software was deployed on one single server, 

and its performance could not be extended, making the simulation computing time 

very long or even impossible to calculate. The application of HPC technology has 

greatly shortened the time required for simulation solutions or completed more 

working conditions and more accurate solutions within the specified time. By using 

HPC technology, enterprise users can significantly shorten the research and 

development cycle, improve the product performance index, ensure product quality, 

reduce the number of experiments, and reduce the research and development cost. In 

addition, the surge of simulation computation caused by the bigger simulation scale 

and higher degree of refinement can only be solved by HPC. 

1) The essence of simulation computation is to solve linear equations and the 

utilization of HPC generally has two objectives: 

2) One goal is to solve a larger scale model, so that the numerical computation 

model is closer to the real one, and the computation will be more accurate. 

Different emulator solvers have different requirements for computer hardware 

resources, so the maximum size of the solution is also different. For instance, the 

largest model at present reported by CFD software is the American Cup sailboat 

model computed by FLUENT, with a solution of 1 billion units. FLUENT is 

generally a CFD software used to model fluid flow, chemical reaction, heat & 

mass transfer, etc. It is also a user-friendly interface enabling streamlining of the 

CFD pre- to post-processing workflow within a single window. 
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Another goal is to shorten the time of solving one case of the same scale, or to 

compute more times in unit time. For example, FLUENT provides a standard test 

example to evaluate the performance of HPC system, which is measured by the 

number of computing times per day. 

Pre-process

Modeling Reduction Meshing

Analysis solver

Boundary and 
Loads conditions

Post-process

Result diagram

 

Figure 1. The whole process of a structural simulation. 

When simulation engineers need to use HPC for simulation computation, the best 

choice is to use the supercomputer provided by the supercomputing centers. As 

mentioned in section 1, more and more supercomputing centers are also focusing on 

applications in the industrial field. Typically, using a supercomputer requires three 

steps as shown in Figure 2. Firstly, one needs to log in to the VPN server to build the 

VPN Tunnel. Next, open the SHELL Client that is installed locally. Then, use the CLI 

provided by the supercomputer in the Terminal. Such a way is not friendly enough 

because it requires users to have certain computer knowledge and skills, otherwise, 

they will not be able to use supercomputers smoothly. 

Supercomputer Center

Resource & Job 
Mgmt. CLI

SupercomputerHPC User
Login Node

VPN Tunnel

SSH Client

High-speed LANs

 

Figure 2. Usual way of using Supercomputer. 

Under the usage mode of the supercomputer mentioned in Figure 2, the whole 

process of the simulation work completed by the simulation engineer is shown in 

Figure 3. The Pre-processing data files need to be uploaded to remote HPC, and the 

computed result data files need to be downloaded to the local for post-processing. The 

file transfer on the network brings a lot of unnecessary waste of time. In addition, local 
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pre- and post-processing needs to invest in high-performance workstations, software 

licenses and other costs, which many medium-sized enterprises (SMEs) may not be 

able to afford. 

Analysis solver

Pre-processing 

Material 
parameter

Geometric 
modeling

Calculatio
n condition

Meshing

Post-processing

Analysis 
result

Extract 
result

curve or 
diagram

Remote HPC

Multiple
iterations

Data upload Data download

Adjust
model/parameters

 

Figure 3. The workflow of using remote HPC only for solver computing. 

The aforementioned methodologies and procedures have laid a solid foundation 

for the development of our FSPF framework. 

Hence, the pressing challenge now lies in how to actualize the seamless 

integration of the simulation process within the cloud environment, and how to harness 

the immense computing power of supercomputers to offer simulation engineers on-

demand simulation services. 

Addressing these considerations, we introduce the Full-process supported 

Simulation Platform Framework (FSPF), which integrates cloud computing and HPC. 

The specifics of the FSPF are elaborated in the following section. 

4. Concept and architecture of the FSPF 

The generic layered architecture of the FSPF is shown in Figure 4. The platform 

adapts and encapsulates the super computing and RemoteApp services. It uses 

message queue technology to isolate the underlying resource management system 

from the upper application, and provides users with an integrated graphical operation 

interface through the web portal. Users do not need to install any application programs. 

They can complete the whole process of Pre-processing, Analysis solver, and post-

processing by using a web browser. Meanwhile, the configuration requirements of the 

platform for local PCs are very low, and the use of thin clients can meet the 

requirements. Therefore, the platform can provide integrated SaaS services for the 

cloud simulation process, reduce local hardware and software procurement and 

management investment, thus significantly shortening the research and development 

(R&D) cycle, improve product performance indicators, ensure product quality and 

reduce R&D costs. 

The FSPF consists of four layers as Figure 4 shown: 
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Figure 4. The architecture of FSPF. 

User Interface Layer that presents graphical interfaces as Software-as-a-Service 

(SaaS) in a wide range of scenarios. This layer provides convenience and easy-using 

to end users. 

1) Application Layer that provides encapsulated API services for Authentication, 

Billing and Application management. This layer can pass the API requests to 

messaging queue services. 

2) Middle layer that realizes the transmission of operation orders and data files. It 

isolates the Application Layer and Resource Layer logically to ensure the security 

access of the underlying system. 

3) Resource Layer that provides underlying compute, storage and visualization 

nodes as an Infrastructure-as-a-Service (IaaS). It offers access to the 

supercomputer, remote application server cluster and cloud storage resources. 

Among them, cloud storage and supercomputer have encrypted data transmission 

channel connections. These layers are presented in detail in Figure 4. 

4) The combine of cloud platform and HPC system mainly includes data integration 

and resource integration. Data integration is achieved by establishing an 

encrypted channel between cloud platform and HPC system. Storage Proxy 

establishes encrypted transmission channel between Cloud Storage and 

Supercomputer internal storage. The details are described in 4.3. Middle Layer. 
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Storage Proxy
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Resource integration is based on system resource scheduling system such as 

slurm, which implements call encapsulation to schedule cloud platform and HPC 

resources. The details are described in 4.4. Resource Layer. 

4.1. User interface 

The User Interface provides end users with graphical interfaces. We recommend 

establishing the User Interface based on the web, because web applications are easy 

to use and develop. The User Console provided by the User Interface includes: 

1) Submission and monitoring of the simulated job. Support different simulation job 

software, graphical parameter setting interface, one-click submission job function, 

and real-time monitoring of running job status. 

2) RemoteApp client supports starting and using simulation Pre-processing and 

Post-processing applications. 

3) File browser supports visiting file list, file uploading, file downloading and file 

management. 

4.2. Application layer 

The Application Layer provides Computing API, RemoteApp API, and Storage 

API for User Interface Layer. Before accessing the resources, users’ authentication is 

needed and their permissions are detected. Anonymous access is not supported. When 

users are using the underlying resources, Metering and Billing are managed in real-

time to generate users’ resource use bills. 

The Application Layer also provides an application management module for 

adding and maintaining simulation applications, including the following information: 

1) Job submission parameters of the simulation computing applications, such as the 

number of the input parameters, the type of each parameter, and input constraints. 

When adding simulation computing applications, these contents should be filled 

in to generate the interface for job submission. 

2) Monitoring strategies of simulation computing jobs, such as setting the refresh 

frequency of job status, and synchronizing the result files in real-time, etc. 

3) RemoteApp mapping of Pre-processing and Post-processing. Establishing the 

mapping between the RemoteApp interface and services so that users can start 

the application by clicking on the application icon in the graphical interface. API 

requests are delivered to the Advanced Message Queuing Protocol (AMQP) 

Service of the Middle Layer through Message Broker. 

4.3. Middle layer 

Middle Layer provides AMQP Services and Storage Proxy to realize the 

transmission of job operation instructions and data. It logically isolates the Application 

Layer and the Resource Layer, and ensures the security of the underlying system. The 

Computing Worker is responsible for monitoring and processing job operation 

instructions, such as job submission, job suspension, job canceling, etc. It also verifies 

and converts job-related operation instructions, then send them to the HPC Adaptors 

for execution. HPC Adaptors adapt supercomputers with different scheduling systems 
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such as Slurm, PBS, etc., and convert the operation instructions to scripts for execution 

as shown in Figure 5. 

Supercomputer

Job DBRead job information

AMQP Sevice

Computing 

API

Send job submit/control
messages

Computing 

Worker

Write job information

HPC Adaptors

Listening & consuming messages
Send operation

instruction

Generate & execute scripts

 

Figure 5. Operations of job in the Middle Layer. 

The RemoteApp Worker is responsible for monitoring and handling RemoteApp 

related operation instructions, such as start, add, remove, etc., and sends them to the 

RemoteApp Adaptors to execute after verification and conversion. The RemoteApp 

Adaptors adapt different RemoteApp server clusters, such as Citrix DaaS, VMware 

Horizon, and convert the operation instructions to script for execution. Its operation 

procedure is similar to job operations. 

Storage Proxy establishes encrypted transmission channel between Cloud 

Storage and Supercomputer internal storage. The operation is only allowed to be 

initiated by the FileSync application, which is used to synchronize the input and output 

files of a compute job. Users’ data storage in FSPF is centered on Cloud Storage. The 

RemoteApp can store the Pre-processing files into the Cloud Storage, or read files 

from Cloud Storage for Post-processing. File Sync application can automatically 

synchronize the input file from Cloud Storage to Supercomputer when submitting the 

computation job. After completing the computation job, File Sync application will 

automatically synchronize the output file to Cloud Storage. The whole process is 

shown in Figure 6. 
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Storage API
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RemoteApp
Server

Write files

 

Figure 6. File processing in the Middle Layer. 

4.4. Resource layer 

The Resource Layer provides access to the Supercomputer, RemoteApp server 

cluster and Cloud Storage of the FSPF. Among them, there is an encrypted data 

transmission channel connection between the Cloud Storage and Supercomputer for 

synchronizing input and output data files. Generally, Supercomputer needs a set of 

resource management system to realize computing resource and job scheduling 

management. Slurm [33] is one of the common open-source software and there is 

many other software in current. The FSPF supports many kinds of HPC resource 

management software through the HPC Adaptors so as to support different 

supercomputer systems. 

RemoteApp
Management
Center

Visualization

Hardware

Hypervisor

VMs

RemoteApp Gateway

Agent Registering

Web-based / Desktop Client

Agent ( Windows, Linux )

Servers CPUs GPUs

vGPU Manager

vCPUs vGPUs

App Delivery

HTTPS Proxy
HTTPS Tunnel

with RDP, VNC, ICA, etc.
Protocol

 

Figure 7. Architecture of RemoteApp service. 
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To provide RemoteApp service works. Firstly, we need a GPU-equipped server 

(to improve the efficiency of model rendering and to process larger and more complex 

models). Next, in addition to conventional CPU, memory, and other virtualization, 

GPU virtualization (such as NVIDIA, GRID and VGPU technology) is required to 

create VMs that include VGPU. GPU virtualization technology can significantly 

improve model rendering efficiency and enhance support for more complex models 

by allowing multiple virtual machines or users to run simultaneously on a shared 

physical GPU. This technology not only optimizes the performance of graphics-

intensive applications, but also enables high-performance computation and graphics 

processing in resource-constrained environments, thus driving technological advances 

in large-scale, highly complex simulation efforts. Then install the Agent on such VMs 

to register with the RemoteApp Management Center and publish the installed 

applications. Finally, the client connects to the RemoteApp Gateway through the 

HTTPS Tunnel and hosts transport protocols such as RDP, VNC, ICA, etc., to realize 

the display and operation of RemoteApp. The architecture of the RemoteApp service 

is shown in Figure 7. 

5. Discussion 

5.1. TSCP: The implementation of the FSPF 

We developed the FSPF and implemented the TSCP based on the Tianhe-1A and 

Tianhe exascale supercomputers and THCloud. HPC Adaptor adapts Slurm, the 

scheduling systems of Tianhe-1A and Tianhe exscale, and implements a series of 

execution scripts to support the execution of various operations. RemoteApp Adaptor 

adapts Citrix XenApp [31] installed in the TH Cloud, and realizes the addition, 

deletion, launch and other operations of RemoteApp. Cloud Storage uses the Shared 

File System services provided by the TH Cloud. 

The implementation architecture of the TSCP is shown in Figure 8. Users 

connect to the TSCP web service via WLAN/HTTPS, and use the various functions of 

the platform in the web portal after authentication and access permission. The web 

portal calls the resources such as back-end compute nodes, storage nodes, and 

RemoteApp services through the RESTful application interfaces. Cloud storage is 

used to store users’ data files, share file access with RemoteApp services, and 

synchronize files with supercomputers. 



Molecular & Cellular Biomechanics 2024, 21(3), 658.  

13 

Supercomputer Center

Resource & Job 
Mgmt. CLI

TSCP

Web Server

API

Portal

Auth THCloud

License 

Mgmt.

Computing 

Worker

AMQP Service

Cloud 
Storage

RemoteApp 

Worker

TH-1A

User

Login Node

WLAN / HTTPS

Thin client 
Browser

High-speed LANs

File Syncer

 

Figure 8. The implementation architecture of the TSCP. 

The implementation architecture of the TSCP is shown in Figure 8. Users 

connect to the TSCP web service via WLAN/HTTPS, and use the various functions of 

the platform in the web portal after authentication and access permission. The web 

portal calls the resources such as back-end compute nodes, storage nodes, and 

RemoteApp services through the RESTful application interfaces. Cloud storage is 

used to store users’ data files, share file access with RemoteApp services, and 

synchronize files with supercomputers. 

We used the Django framework [34] to implement the Wed portal of the TSCP. 

The User Interface Layer provides web-based graphical interfaces, including: 

1) Figure 9 and Figure 10 shows the job simulation of Submission. Also provides 

job submission interface and job status monitoring list of multiple simulation 

software. 
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Figure 9. Simulation job submission interface. 

2) Web-based RemoteApp client is shown in Figure 10, which provides a diverse 

set of remote simulation software applications that can be opened and used 

through the web browsers. 

 

Figure 10. RemoteApp interface. 

 

Figure 11. File browser interface. 

3) Web-based file browser is shown in Figure 11, users can directly access the file 

list, upload files, download files, manage files and make other operations through 

the web browser. 
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5.2. User experience of TSCP 

As explained in Section 5.1, the TSCP provided a web-based graphic user 

interface which is very easy to get started without many computer skills required. It 

allows engineers to focus more on the simulation work itself, without paying attention 

to how to deploy and manage software, VPN networks, computer systems, etc. 

Thereby providing a good user experience. 

After registered as a user of the TSCP, the permissions and resources could be 

applying for use. The operation flow of TSCP for the simulation work is shown in 

Figure 12, which includes typical operations in the whole process of simulation works. 

User
Application 

Layer
Middle Layer

1. Launch pre-process RemoteApp

2. Authentication
and check permission

3. Request RemoteApp connection

5. Return RemoteApp connection URL

6. Modeling, meshing, 
set material, etc.

7. Save to file

    Pre-process

8. Submit calculation job

9. Show job parameters
10. Select model file, set job 
parameters

11. Request job submitting

4. RemoteApp 
Worker process

Analysis solver

12. Computing
Worker process13. Return job status

Post-process

14. Launch post-process RemoteApp
15. Request RemoteApp connection

17. Return RemoteApp connection URL

18. Result data visualization

16. RemoteApp 
Worker process

 

Figure 12. The user operation procedure of using TSCP. 

Users could work as follows: 
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1) Pre-process: Enter the RemoteApp Center, click to start the Pre-processing 

application and after a series of back-end processing (shown in Figure 13 

specifically), then enter the interface of the application. One can do modeling, 

meshing and other work as usual locally. When completed, the file will be saved 

to the specified cloud storage path. 

2) Analysis solver: Enter the job submission interface, select the simulation solver, 

set the input files and parameters, click the submit button, and then submit the 

job to the supercomputer for computation. The operation process of Computing 

Worker has been evaluated in Section 4, which will not be repeated here. One 

can see the operation status of the job through the job monitoring interface to 

know whether the job is completed. During the operation of the job, the 

intermediate files can also be manually synchronized to see the computation and 

solution. 

3) Post-process: The operation process is similar to the Pre-processing. 

5.3. Comparison with other platforms 

A comparison of other similar platforms is shown in Table 1, which shows that 

the platform architecture proposed in this article （TSCP） can integrate HPC and 

cloud platform resources, support full-process simulation, and has better scalability. 

Table 1. Comparison with other platforms. 

Features Sub Features CloudSME[26] LincoSim[27] CloudPass[28] MCX Cloud[29] TSCP 

Usage Web-based ✓ ✓ ✓ ✓ ✓ 

Computing resource architecture 

Cloud ✓  ✓ ✓ ✓ 

HPC   ✓   ✓ 

GPU   ✓ ✓ ✓ 

Application areas 
General ✓  ✓  ✓ 

Special  ✓  ✓  

Simulation process 

Pre-process ✓ ✓   ✓ 

Analysis solver ✓ ✓ ✓ ✓ ✓ 

Post-process ✓ ✓   ✓ 

Scalability 
Experimental scale（nodes） 2 6 32 10 64 

Max nodes per Job <100 <100 <100 <100 <2000 

From the above table, it can be seen that the platform architecture (TSCP) 

proposed in this paper is able to integrate HPC and cloud platform resources, support 

full process simulation, and have better scalability. Compared with other similar 

platforms such as CloudSME, LincoSim, CloudPass, and MCX Cloud, TSCP 

performs well in terms of computational resource architecture, application domain, 

simulation process, and scalability. Specifically, TSCP supports Web-based usage, has 

cloud computing and HPC resource architectures, supports GPUs, is suitable for 

general and specific application domains, is able to cover the entire simulation process 

of preprocessing, analytical solver, and post-processing, and outperforms other 

platforms in terms of experimental scale and maximum number of nodes per job. 
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5.4. Experiment Analysis of TSCP 

Taking the damaging effect of an urban area level explosion on the surrounding 

environment as an example, a demonstration is set to show the effect of the TSCP in 

improving the simulation efficiency. The air model analyzed in this paper adopts the 

regional range of 600*400*400m. The Euler grid is coupled with the police station, 

buildings, containers, bridges and automobiles through the treatment method of fluid-

solid coupling to analyze the effect of explosion pressure wave on the structure, as 

shown in Figure 13. 

 
(a) (b) (c) 

Figure 13. Model assembly of urban area level explosion simulation. (a) Overall model assembly; (b) model assembly 

of car, bridge and building; (c) Building model details. 

We carry out this simulation in three ways, including: 

1) All in local using a local workstation in the whole process; 

2) Local + remote HPC using a local workstation in pre- and post-process, and using 

remote HPC in analysis solver; 

3) TSCP using the TSCP in the whole process. 

Working conditions and environment settings are shown in Table 2. 

Table 2. Environments of three working ways. 

Working conditions  Environment settings 

All in local 
A workstation (configured with Intel Xeon Gold 6240 2.6G 18C/36T, Nvidia Quadro P6000, 256 GB Memory, 

8 TB M.2 SSD, 1000 Mb Internet bandwidth) 

Local + remote HPC 
A workstation (configured same as All in local,100 Mb Internet bandwidth) 

Tianhe-1A and Tianhe exascale supercomputers  

TSCP 

A thin client (configured with Intel Celeron J3160 CPU, Intel HD 400 Graphics GPU, 4 GB Memory, 128 GB 

SSD Disk, 100 Mb Internet bandwidth) 

TSCP (deployed in THCloud) 

The final pre-process model file size is 1.6GB, and the result file is 400GB, and 

the post-process results are shown in Figure 14. The time spent is explained as follows: 

Time spent on pre-processing includes modeling, meshing, and so on. These 

mainly are manual works, so the three ways take the same amount of time. 

Time spent on the Analysis solver depends on computing power. The local 

workstation only has 36 CPU cores, so it took the longest time. This experiment used 

the parallel scale of 100 nodes and 2048 CPU cores of the Tianhe-1A and Tianhe 

exascale supercomputers that can complete the analysis solver very soon. 

Time spent on post-process is similar to the pre-processing. 

Time spent on data moving, file and data transfer, operations. The time spent on 

data moving mainly includes two parts: uploading the pre-process model to the HPC 

(c) Building model details(a) Overall model assembly (b) Model assembly of car, bridge 

and building
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system (Tsend), downloading the calculation result file to the user’s local (Trecv) for 

result viewing. The length of time mainly depends on the network bandwidth the 

preprocessing model and the calculation result file size. The “All in local” and “TSCP” 

way is always a unified environment with graphic user interface that is user-friendly, 

so it won’t spend too much time. However, the “Local + remote HPC” way needs to 

switch between local and remote environments, login VPN, file transfer and use the 

command line interface (CLI) of HPC to process jobs, these may take lots of time 

especially for novices. Such as, the pre-proces model file size is 1.6GB and the result 

file is 400GB, and the theoretical time is 400  1024  8/100/3600 = 9.1 hours. In fact, 

the network bandwidth cannot be fully used, which means that the actual file transfer 

rate can only be 80% of the bandwidth. 

 
(a) 

 
(b) 
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(c) 

Figure 14. Post-process results of urban area level explosion simulation. (a) Explosion shock wave front; (b) 

building damage effect; (c) vehicle damage effect. 

The detail of the actual time spent is shown in Table 3. 

Table 3. Time spent of three working ways in the experiment. 

 All in local (Hours) Local + cloud (Hours) TSCP (Hours) 

Time spent of pre-process 40 40 40 

Time spent of analysis solver 1482 26 26 

Time spent of post-process 3.5 3.5 3.5 

Time spent on data moving 0 9.1 0 

Total time spent 1525.5 78.6 69.5 

According to the data in Table 3, the time spent using TSCP is the least one in 

this experiment. It saved more than 97% time against that of all in local, and 11.6% 

time against that of Local + Remote HPC. The TSCP can effectively shorten the time 

spent of simulation works, and simplify the operations, thus significantly improving 

the simulation engineers’ working efficiency. 

The platform combines cloud computing, high-performance computing, and 

other computing infrastructure that require a large investment, as well as relatively 

expensive commercial software in the industrial field. Users only need a PC connected 

to the Internet to carry out research and development tasks, without having to invest 

in computing resources and commercial software, which can greatly reduce the user’s 

initial capital investment. And the platform is based on the “Tianhe” series of 

supercomputers, and can provide services for applications of different computing 

scales, allocate on demand, and meet the needs of users with different resource 

requirements. 

6. Conclusions 

The FSPF provides a generic full-process supported platform framework of cloud 

simulation by using supercomputer, RemoteApp, and cloud storage. It integrated the 

framework of cloud computing and supercomputer that can be adapted to common 

commercial environments. The TSCP which is an implementation of FSPF made it 

possible to provide convenient, effective, and safe simulation SaaS services. By using 

the TSCP, engineers can more easily to startup, and save the time spent of simulation 

works, thereby improving product development efficiency. Moreover, the use of local 
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thin client and TSCP, can avoid purchasing and maintaining local high-performance 

workstations and permanent software licenses, thus greatly saving investment costs. 

Studies have shown the FSPF is a modern simulation framework that can be more 

suitable for large-scale, complex system simulation works. The platform needs to have 

an Internet bandwidth of more than 10Mb. The platform adopts the web service model, 

and users mostly use drop-down menus and parameter configuration modes when 

using it. In subsequent work, user support documents will be further improved to 

reduce user usage costs. Our goal is to promote it to more users and constantly improve 

efficiency. 

Future work considers extending the generic ability of FSPF that adapts to 

various open-source and commercial environments. Such as web-based modeling and 

auto-meshing tools, open-source simulation solvers, etc. And the concept of workflow 

would be added to the FSPF, to make the simulation work more automatically. 

In conclusion, the FSPF platform has demonstrated its versatility and efficiency 

in supporting a wide range of research and development tasks. Its ability to provide 

scalable computing resources on demand, coupled with the cost-effectiveness of 

utilizing the “Tianhe” supercomputers, positions it as a valuable asset for both 

academia and industry. The platform’s user-friendly interface and robust middle layer 

architecture ensure a seamless experience for users, while the resource layer’s 

intelligent allocation mechanism caters to diverse computational needs. The 

significance of this research lies not only in the fact that it provides a powerful tool for 

researchers and developers, but also in the fact that it promotes the popularization and 

ease of use of high-performance computing resources. With the continuous 

advancement of technology and growing application demands, the continuous 

optimization and upgrading of the FSPF platform will offer the possibility of solving 

more complex scientific problems, as well as providing a solid foundation for 

technological advancement and innovation in related fields. In the future, with more 

users and developers contributing to the platform, FSPF is expected to become an 

important force in promoting scientific and technological progress. 
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