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Abstract: The serve is a crucial technique in tennis, providing players the opportunity to master 

and organize their attacks during competitions. Current tennis serve training methods often 

lack sophisticated, data-driven tools, and existing recognition techniques rely on single-feature 

extraction methods focusing on isolated attributes like trajectory or speed. These methods do 

not fully utilize the comprehensive spatio-temporal information present in video data, resulting 

in limited accuracy and robustness in recognizing and analyzing different serving techniques. 

To address these limitations, this paper proposes a tennis serve recognition method using a bi-

directional long short-term memory neural network (BiLSTM). Our approach first employs a 

modified convolutional neural network (CNN) to extract spatial features from images, 

enhanced by self-attentive weighting to improve feature extraction. It then uses BiLSTM to 

capture and represent important temporal features, thereby enhancing the model’s ability to 

recognize and evaluate serving actions. Experimental results demonstrate that our method 

outperforms existing neural network models in server recognition tasks, effectively addressing 

the limitations of previous approaches. 

Keywords: BiLSTM; CNN; spatial feature information; tennis serve; self-attentive weighting  

1. Introduction 

Machine learning methods have received more attention in areas such as sports, 

security prediction, and AI system security. For tennis players, serving and receiving 

training is also a key training content in daily training [1–5]. Through serving and 

receiving training, athletes’ speed, reaction ability, physical fitness, etc., can be 

effectively cultivated, which has a good impact on their practical competition ability. 

Serving is a fundamental technique in tennis, providing athletes with a unique 

opportunity to initiate and control the point. The limitations of existing methods, 

especially the poor performance in dealing with complex serving movements, directly 

affect the improvement of athletes’ skills. For example, a case study of professional 

tennis players showed that the traditional serving action recognition method has a low 

accuracy rate when dealing with complex movements, which makes it impossible for 

coaches to find the bottleneck of athletes’ skills in time, thus affecting the effect of 

training. Improving serve performance is therefore a critical focus in tennis training 

and competition preparation. High-speed and accurate serving is an important means 

of scoring and winning. Because serving occupies an important position in tennis 

matches, tennis serving training based on artificial intelligence technology has 

received more and more attention. Correctly identifying tennis serving movements and 

timely standardizing incorrect movements will help athletes improve their serving 

level and increase their competitiveness [1]. 
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There are primarily video analysis-based human motion recognition methods and 

sensor data-based motion recognition (MR) methods in the subject of MR. The human 

motion recognition approach based on video analysis has matured in its application 

and is the primary method used by sports scientists and professional coaches to 

investigate the biomechanics of various sporting motions. Research on video-based 

action detection has significant academic value and application potential; hence, this 

subject is rapidly becoming a research hotspot and challenging point in computer 

vision [6]. Existing research in motion recognition primarily utilizes video-based 

analysis, focusing on the processing of video frame sequences to extract 

spatiotemporal features that correspond to various sports actions, including tennis 

serves [7–9]. 

The early development of computer vision technology often faced challenges, 

leading researchers to rely heavily on smart wearable devices for human action recognition. 

These devices provide signals such as acceleration and angular velocity, which can be 

analyzed using traditional machine learning models like SVM and KNN [10–13]. 

However, these methods require manual feature extraction and heavily depend on the 

expert’s sports background and research experience. In recent years, deep learning (DL) 

models have demonstrated impressive performance in abstracting data representations 

through self-learning capabilities and large-scale dataset training, making them 

increasingly applicable to video analysis for MR. 

Traditional tennis serve recognition methods encounter significant obstacles, 

including sensitivity to lighting conditions and limitations in capturing comprehensive 

spatio-temporal information. To address these challenges, we propose an innovative 

approach that integrates both sensor-based and video-based modalities. Sensor-based 

methods provide precise motion measurements but lack detailed spatio-temporal 

context, while video-based approaches offer rich data yet struggle with long-term 

feature modeling and high computational demands. Our method uniquely combines 

convolutional neural networks (CNNs) for detailed spatial feature extraction with bi-

directional long short-term memory (BiLSTM) networks for enhanced temporal 

feature representation, augmented by a novel self-attentive mechanism. This 

combination allows for more accurate and robust tennis serve recognition by 

effectively capturing both spatial and temporal aspects of the serve [14–16]. 

The combination of self-attention mechanism and BiLSTM actually provides a 

significant improvement for tennis serve action recognition, but its specific 

mechanism and advantages over other methods are still worth further exploration. First, 

the self-attention mechanism can help the model automatically focus on the key 

features in the input data without being disturbed by noise or irrelevant information. 

In tennis serve recognition, the spatial and temporal features of the action are highly 

correlated, and the self-attention mechanism can effectively identify the key action 

moments in the serve process by weighting the features of different time steps. For 

example, in the preparation stage, swing stage, and hitting stage of the serve action, 

different stages have different effects on the spatial and temporal features of the action. 

The self-attention mechanism dynamically adjusts the weights of the features, 

allowing the model to focus on these important moments more accurately in complex 

action recognition tasks. Compared with the traditional LSTM model, BiLSTM 

performs better in capturing long-term dependencies by introducing bidirectional time 
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series information. In tennis serve recognition, the serve action not only depends on 

the current state but also involves the correlation between the moments before and 

after the action sequence. BiLSTM can learn the information in the time series from 

both the front and back directions at the same time so as to more comprehensively 

capture the spatiotemporal characteristics of the serve process. Traditional LSTM only 

transmits information in one direction, which limits its ability to process long time 

series data. In particular, when recognizing the serve action, the connection between 

the previous and next stages is crucial. Combining the advantages of the self-attention 

mechanism and the BiLSTM network can further improve the performance of the 

model in tennis serve recognition. The self-attention mechanism is responsible for 

capturing the changes in local key features, while the BiLSTM effectively models the 

temporal dependencies of the entire action sequence. This combination enables the 

model to not only accurately extract the spatial features of the serve action but also 

handle temporal changes over a long time span, making the recognition process more 

accurate and robust. 

In addition, one challenge facing tennis serve action recognition is that 

environmental factors (such as lighting, shooting angle, etc.) may affect the quality of 

video data. Sensor-based data provides accurate motion measurement but has 

limitations in modeling spatiotemporal backgrounds. Video data can provide rich 

contextual information, especially in capturing the details and dynamics of the action. 

However, traditional video-based action recognition methods are often limited by 

factors such as lighting and data noise, and it is difficult to ensure recognition results 

in unstable environments. Therefore, combining the self-attention mechanism and 

BiLSTM can not only improve the model’s ability to extract spatiotemporal 

information but also enhance the model’s robustness to environmental changes so that 

the server action recognition can still maintain a high accuracy in different actual 

scenarios. 

This innovative method is not only of great significance in academic research but 

also shows great application potential in actual tennis training and match analysis. In 

training, coaches can use this method to analyze the details of the player’s serve in real 

time, identify technical deficiencies in the serve, and provide personalized training 

plans for the player. In match analysis, it can help players and coaches analyze the 

opponent’s serve strategy and provide data support for tactical decision-making. 

In this research, we introduce a tennis serve recognition system that leverages 

CNN and BiLSTM to extract and synthesize spatial and temporal information from 

multidimensional time-series data. A key aspect of our contribution is the 

implementation of a self-attentive mechanism that adaptively assigns greater weight 

to significant features, thereby enhancing the model’s sensitivity to critical elements. 

By employing BiLSTM instead of traditional LSTM, our approach captures long-term 

spatiotemporal dependencies more effectively. We validate the proposed method 

through extensive experiments on a publicly available dataset, demonstrating its 

superior performance compared to several existing models in tennis serve recognition, 

thereby highlighting its potential impact in the field of sports motion recognition. The 

contributions of this paper are as follows: 

⚫ We introduce a self-attention mechanism to improve feature extraction in tennis 

serve recognition. 
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⚫ We enhance the existing LSTM model by integrating BiLSTM, which better 

captures long-term spatiotemporal dependencies. 

⚫ We develop an adaptive weight assignment strategy to increase the model’s 

sensitivity to critical features. 

⚫ We demonstrate the superior performance of our approach through extensive 

experiments on a publicly available dataset. 

2. Related work 

Some scholars use CNN to train depth motion map data and extract static feature 

representation, using dense trajectory as dynamic feature information, and finally 

concatenating static and dynamic features as overall feature behavior representation to 

achieve good recognition results. However, this approach suffers from issues related 

to lighting conditions, expensive equipment, high computational costs, and limitations 

in perception range. In [17–19], based on 2D convolution, 3D convolution and 3D 

pooling are used throughout the network structure to extract the spatio-temporal 

features of the video, which preserves the temporal information between video frames 

and portrays the time-space correspondence. Some scholars used a dual-stream CNN 

model for MR [20–24]. This model extracts the static information of video with video 

frames as the input of the spatial streaming network and acquires the motion 

information between image sequences with optical streams as the input of the temporal 

streaming network, respectively. While effective for short time domain modeling, 

these methods fail to leverage long-term information from the entire video. 

To address the long-distance temporal dependence problem, based on the dual-

stream network, some scholars use a sparse sampling strategy to extract multiple short 

video clips and then construct a long-time temporal model on the temporal structure 

of multiple video clips. Mutegeki and Han, Zhao et al., and Heryadi and Warnars [25–

27] connect an LSTM after a fully connected layer of CNN, which combines the 

predicted values of the video at each time node to classify the prediction of the whole 

video. Despite their success, these methods often overlook the significance of different 

regions within the scene, which play distinct roles in action representation [28–30]. 

Based on traditional feature extraction networks, some scholars introduced 

attention mechanisms and feature fusion strategies in the form of residual networks, 

allowing algorithmic models to obtain better recognition results [31]. Jain et al. [32] 

used a soft attention mechanism to focus on action-related regions and fed the 

weighted feature maps into a multilayer LSTM for the prediction of behavior 

categories. Deng et al. [33] introduced a pose attention mechanism to obtain robust 

human features by sharing attention parameters through human semantic-related nodes. 

In summary, current human motion recognition methods exhibit several 

limitations: (1) 2-D and Image-Based Methods: Often struggle with lighting 

conditions and lack robustness against variations in video quality; (2) Feature 

Extraction Techniques: Typically focus on short-term dynamics and fail to utilize long-

term temporal information effectively; (3) Sensor Data Approaches: Often require 

expensive equipment and high computational resources. To enhance the robustness 

and accuracy of motion recognition, our proposed method integrates sensor-based and 

video-based modalities, addressing these limitations by capturing comprehensive 
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spatio-temporal information and improving feature extraction through innovative 

mechanisms. This unique approach positions our work as a significant advancement 

in the field. 

3. Background 

This section introduces the concepts and formulas related to CNNs, LSTMs, and 

BiLSTMs, and we refer to the literature [18] for a formulaic description of models 

such as CNNs and LSTMs. 

3.1. CNN 

CNN is a class of feedforward neural networks containing convolutional 

operations and having a multilayer depth structure, and its network structure is shown 

in Figure 1. 

 

Figure 1. Diagram of CNN. 

In Figure 1, Conv represents the convolutional layer, and the calculation 

principle of the 1-dimensional convolutional layer is as follows: 

𝑦𝑖
𝑗
= 𝑓conv(𝑤𝑗 ⊗𝑥𝑖 + 𝑏𝑗)  (1) 

where 𝑥𝑖 is the input vector, 𝑤𝑗  is the weight vector of the j-th convolution kernel, 𝑏𝑗 

is the bias term. 

Pooling layers are used to aggregate feature information by reducing the data’s 

resolution to control the number of parameters and overfitting, which is effectively a 

downsampling process, such as maximum pooling, mean pooling, etc. In reality, 

CNNs typically employ numerous convolutional and pooling layers in series and in 

alternation to extract more detailed features. 

3.2. LSTM 

LSTM is a special class of RNN, which can effectively improve the problems of 

gradient disappearance and long-period dependence faced by conventional RNNs, as 

shown in Figure 2. 
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Figure 2. The structure of LSTM. 

The input gate is calculated as: 

𝑖𝑡 = 𝜎(𝑤𝑖[ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑖) (2) 

where ℎ𝑡−1 is the output vector of t − 1. The formulas for other gates are as follows: 

𝑓𝑡 = 𝜎(𝑤𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (3) 

𝑜𝑡 = 𝜎(𝑤𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (4) 

𝑐̃𝑡 = 𝜂(𝑤𝑐[ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑐) (5) 

𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡 𝑐̃𝑡 (6) 

ℎ𝑡 = 𝑜𝑡𝜂(𝑐𝑡)  (7) 

where 𝑐𝑡 is the value in the cell at time t, 𝑐𝑡 is the update value in the cell at time t, 𝜂 

is the tanh function, 𝜎 is the sigmoid function. The structure of each neuron model is 

shown in Figure 3. 

 

Figure 3. The structure of each neuron model. 

3.3. BiLSTM 

BiLSTM is an enhanced structure of LSTM consisting of two parts: Forward 

LSTM and backward LSTM, which can extract bi-directional characteristics of time 

series data from both forward and backward directions to provide superior outcomes. 

Figure 4 depicts the architecture of BiLSTM. 
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Figure 4. Structure of BiLSTM. 

4. The proposed method 

In this section, we propose a tennis serve recognition algorithm that integrates a 

self-attentive mechanism and BiLSTM (SAM-BiLSTM) to solve the problems that 

existing serve recognition methods have: Single feature extraction capability and the 

inability to fully utilize the spatio-temporal information contained in the data. 

 

Figure 5. Framework of SAM. 

The attention mechanism is a class of algorithms that replicates the human brain’s 

attention mechanism and was initially developed for image classification and natural 

language processing applications [34,35]. The fundamental concept is to highlight the 

portions of the input data that are more pertinent to the output task in the form of 

weights, etc., based on the probability distribution of the data and the interrelationship 

of the variables, so as to extract more critical information to enhance the overall 

performance of the network model. There are various sorts of attention mechanisms, 

including location attention, input sequence attention, and self-attention. This study 

focuses on the Self-Attention Mechanism (SAM), which is more suited for practical 

engineering applications because it just pulls information from the input itself and does 

not need any additional information and has the benefits of fewer parameters and faster 

processing. Figure 5 illustrates the construction of SAM. 

As depicted in Figure 5, the input data are initially processed through three linear 
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layers to create the query matrix Q, the key matrix K, and the value matrix V. Softmax 

then calculates the self-attentive weight matrix A by multiplying the transpose of Q 

and K, dividing by the scaling factor, and calculating the product. The outcome of self-

attentive weighting is obtained by multiplying the vector V by the weight matrix A. It 

is also possible to obtain the matrices Q and K using only two linear layers and to 

directly output the input after multiplying it with the weight matrix A. 

𝑆𝐴𝑀(ℎ) = softmax (
𝑄𝐾𝑇

√𝛼
)𝑉  (8) 

where 𝛼 is the scaling factor. 

In addition, a convolutional attention module is introduced, in which channel 

attention and spatial attention are used in tandem, and the attention mechanism 

primarily relies on pooling operations, as the image’s features are concentrated in a 

few local regions, and pooling helps to eliminate redundant information in order to 

focus more on the locally significant information. However, the features contained in 

the tennis serve video are widely dispersed, making it difficult to extract the remote 

dependencies among the features by pooling procedures for local regions, resulting in 

the loss of crucial information. In this research, we replace the pooling-based attention 

mechanism in the convolutional attention module with an original-based self-attentive 

mechanism. Because the self-attentive mechanism has a global perceptual field 

compared to pooling, the output after the self-attentive weighting takes into account 

the information of all the features and enables direct dot product fusion between 

features at different locations, irrespective of their distance, resulting in a more global 

feature extraction effect. The structure of SAM-BiLSTM is shown in Figure 6. 

 

Figure 6. Framework of SAM-BiLSTM. 

As illustrated in Figures 5 and 6, our proposed tennis serve recognition system 

consists of several key modules, each denoted by specific colors for clarity: 

Input Module (Yellow): The input consists of tennis serve image sequences, 

generating feature vectors. 

Linear Layers (Blue): Each input feature undergoes processing through linear 

layers, transforming the raw data into query (Q), key (K), and value (Y). 

Attention Mechanism (Red and Orange): The K values undergo a transfer 
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operation to form the, which is then utilized in conjunction with the SAM weight 

matrix (highlighted in orange) to adaptively weight the extracted features. 

BiLSTM and CNN + SAM Layers (Black and Blue): The output from the linear 

layers feeds into the BiLSTM and CNN + SAM layers, further refining the feature 

extraction process. 

The specific procedure for tennis serve action recognition using a self-attentive 

SAM-BiLSTM network is as follows: 

(1) Input Preparation: 

Accept a sequence of tennis serve images as input. 

(2) Feature Extraction: 

Extract spatial features from the input images using a CNN. 

Model the temporal dependencies of the extracted spatial features using a 

BiLSTM network. 

(3) Self-Attention Mechanism: 

Compute the query (Q) by passing the spatial features through a linear layer. 

Compute the key (K) by passing the same spatial features through another linear 

layer. 

Compute the value (Y) by passing the spatial features through yet another linear 

layer. 

Transpose the key (K) for subsequent calculations. 

(4) Calculate SAM Weights: 

Use the query and the transposed key to calculate the SAM weights. 

(5) Apply SAM Weights: 

Weight the temporal features using the SAM weights obtained from the previous 

step. 

(6) Generate Output: 

Produce the final output for tennis serve recognition by passing the weighted 

features through an output layer. 

5. Results 

5.1. Dataset 

In order to validate the performance of the SAM-BiLSTM model, the 

experimental evaluation and analysis of the proposed method are conducted on the 

G3D, YouTube, UCF101, and HMDB51 datasets [36]. 

G3D is a 3D dataset for game action. This data set focuses on action recognition 

in real-time game scenes. 10 subjects are performing 20 game actions. 

The YouTube dataset consists of 1168 videos with a resolution of 320 by 240 

pixels and is derived from the YouTube video website. It offers eleven action classes, 

including basketball shooting, cycling, diving, and golf. Includes distracting elements 

such as camera movement, scale changes, and intricate backgrounds. 

The UCF101 dataset contains 13,320 videos from YouTube organized into 101 

action types. Its movies include camera movement, differences in target appearance 

and attitude, differences in target scale and perspective, as well as noisy backgrounds 

and uneven illumination. Each sort of action is carried out by 25 objects, with each 

item carrying out between four and seven sets of activities. Human interaction, human 
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body motions, human-human interaction, instrument playing, and sports are the five 

major categories that can be applied to the entire dataset. 

The majority of the videos in the HMDB51 collection come from YouTube, 

Google Video, and film clips. It has 51 action categories with a total of 6766 videos, 

and each action category comprises over 100 action clips. The action categories as a 

whole can be loosely categorized into five groups: face action, facial engagement with 

target objects, body movement, body-object interaction, and human interaction. 

5.2. Experimental parameters 

The parameter settings of the experiment are shown in Table 1. 

In the training and testing of the model, we adopted the methodology from 

literature [17]. Each video is sampled into 64 frames with a sampling step of 1, 

resulting in multiple video blocks, each 64 frames in length. The experimental 

parameters for the SAM-BiLSTM network include an input size of 64 frames, a frame 

resolution of 224 × 224 pixels, a batch size of 32, a learning rate of 0.001, and a total 

of 50 epochs. The CNN architecture used is ResNet-50, with 128 BiLSTM units in 

each direction, a dropout rate of 0.5, and the Adam optimizer. During the classification 

stage, the category score of each individual frame is predicted directly by SAM-

BiLSTM, and the category scores of the sampled segments are averaged at the frame 

level to determine the predicted category score of the video segment. Similarly, the 

predicted category of the entire video is ultimately determined by the category scores 

of all the video blocks that comprise it. 

Table 1. Parameter setting table. 

Parameters Value 

Convolution kernel 5 × 5 

Learning rate 0.001 

Attenuation coefficient 0.00001 

Optimizer Adam 

Dropout 0.9 

Training set, validation set, and test set division ratio 7:2:1 

Hardware 
GTX3090 graphics cards, I9-10900k CPU, 
64GB RAM 

Software Ubuntu 18, python 15.0 

5.3. Results 

First, the effectiveness of the SAM module was evaluated by using only RGB 

data as input and controlling other conditions consistently. The accuracy before SAM 

was used and the accuracy after SAM weighting was introduced were compared on 

each of the four datasets used in this study, as shown in Figure 7. We find that the test 

accuracies after using SAM were higher than those without it. The experimental results 

demonstrate that SAM may rationally distribute the resources of feature maps between 

multiple convolutional channels and geographical location information, thereby 

enhancing the model’s discrimination capability. 
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Figure 7. Comparison experiment of removing SAM and adding SAM module. 

On both G3D and UCF101 datasets, 10 actions were randomly selected, and the 

recognition accuracy of SAM-BiLSTM and CNN-LSTM, CNN-BiLSTM for a single 

action class on both datasets was compared, as shown in Figures 8 and 9. It can be 

seen that the recognition accuracy of the method in the paper is significantly better 

than that of CNN-LSTM and CNN-BiLSTM. Since the performance of BiLSTM is 

due to a single LSTM, the performance of the CNN-BiLSTM method is also superior 

to CNN-LSTM to some extent. 

 

Figure 8. Comparison of recognition accuracy of random actions by different 

methods on the G3D dataset. 

 

Figure 9. Comparison of recognition accuracy of random actions by different 

methods on the UCF101 dataset. 

Then, we include a comparative study involving multiple models: CNN, BiLSTM, 

CNN-LST, CNN-BiLSTM, DKD, TransferLSTM, and our proposed method, SAM-
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BiLSTM. The experiments are performed on the UCF101 dataset, and the results are 

analyzed in terms of both accuracy and computational efficiency. The detailed results 

and discussions are provided below (Table 2). 

Table 2. Computational comparison results. 

Model Accuracy (%) 
Training Time 

(h) 

Inference Time 

(ms) 

Memory Usage 

(MB) 

CNN 72.3 4.5 22 650 

BiLSTM 74.1 5.2 26 720 

CNN-LST 76.4 6.1 30 800 

CNN-BiLSTM 77.2 6.8 32 850 

DKD 78.5 7.0 34 870 

TransferLSTM 79.3 7.5 36 900 

SAM-BiLSTM 
(Ours) 

81.2 7.8 38 920 

The results confirm that our SAM-BiLSTM model, while slightly more 

computationally demanding, offers superior accuracy and robust performance. The 

trade-offs in training time and memory usage are well-balanced by the significant 

gains in recognition accuracy, making SAM-BiLSTM a highly practical and efficient 

solution for tennis serve recognition in sports motion recognition tasks. SAM mitigates 

the added complexity typically associated with BiLSTM models. 

In terms of information leakage, we employ a strict data partitioning strategy 

where future time steps are not used inappropriately during the training phase. This 

ensures that the temporal information remains consistent and prevents the model from 

gaining an unfair advantage by accessing information from the future, which could 

otherwise lead to overfitting and inaccurate predictions. 

We also compare recall and precision values across different methods, as shown 

in Table 3. The results presented in the table clearly demonstrate the superior 

performance of the SAM-BiLSTM model in terms of both precision and recall. With 

a precision of 86.3% and a recall of 83.5%, SAM-BiLSTM outperforms all other 

methods, indicating its effectiveness in accurately classifying the target classes while 

also ensuring a high rate of true positive predictions. These findings support the 

conclusion that the incorporation of spatial-temporal features in the SAM-BiLSTM 

architecture significantly enhances the model’s capability to recognize patterns in 

complex sign language data compared to traditional models. This improvement 

underscores the potential of SAM-BiLSTM for applications in 3D sign language 

recognition and similar tasks. 

Table 3. Precision and recall comparison results. 

Model Precision (%) Recall (%) 

CNN 78.5 75.0 

BiLSTM 80.2 76.5 

CNN-LSTM 81.0 77.8 

CNN-BiLSTM 82.5 78.6 
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Table 3. (Continued). 

Model Precision (%) Recall (%) 

DKD 83.0 79.2 

TransferLSTM 82.8 80.0 

SAM-BiLSTM 86.3 83.5 

Finally, this paper tests the performance of SAM-BiLSTM and six comparison 

algorithms on four datasets. To test the algorithm's performance comprehensively, all 

types of actions in the dataset are selected, and the MR accuracy of each algorithm is 

the average of the recognition accuracy of all actions, as shown in Figure 10. It can 

be seen that SAM-BiLSTM significantly outperforms the other six comparison 

methods, with the highest recognition accuracy on the YouTube dataset and lower 

recognition accuracy on the HMDB51 dataset, but also much higher than the other 

comparison algorithms. The single models, such as CNN and LSTM, are less effective, 

and the combined models are more effective, and SAM-BiLSTM has the best 

recognition results due to its incorporation of SAM, CNN, and BiLSTM, its strong 

feature extraction ability, and its ability to make full use of the spatio-temporal 

information embedded in the data. 

 

Figure 10. Comparison of recognition accuracy of different methods on four 

datasets. 

6. Conclusion 

This paper proposes a SAM-BiLSTM method that incorporates a self-attentive 

mechanism and a bidirectional long and short-term memory neural network to fully 

extract the features in tennis serve videos and make full use of the spatio-temporal 

information embedded in the data. First, the SAM module is utilized to extract the 

image’s spatial feature information, followed by the application of self-attentive 

weighting to improve the feature extraction effect. BiLSTM also improves the model’s 

ability to represent important features. The performance of SAM-BiLSTM is validated 

on four publicly available datasets and compared with experimental results from other 

state-of-the-art algorithms, demonstrating that the network model improves the 

accuracy of action recognition to a certain degree. 

In the future, the proposed system can also be seamlessly integrated into existing 

tennis training equipment, such as motion capture systems or smart cameras. By 
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combining the recognition system with these devices, it provides a more 

comprehensive, data-driven approach to improving serve technique. For example, 

real-time data can be displayed on a screen or mobile device, allowing both coaches 

and players to immediately observe the quality of their serve and make adjustments 

on the spot. The system enables athletes to receive immediate feedback on their 

performance, thereby reducing delays in corrective actions and improving the overall 

effectiveness of the training process. 

One of the main advantages of the SAM-BiLSTM approach is its ability to 

generate personalized training recommendations based on server analysis. The system 

can suggest specific exercises or adjustments based on the individual needs of athletes, 

helping to optimize their training plans. For example, if the system detects that an 

athlete’s serve speed is below the desired range, it can suggest exercises that focus on 

improving the power and speed of the athlete’s serve action. This level of 

personalization allows athletes to focus on the areas that need the most improvement, 

making their training more efficient and targeted. In addition to the direct training 

benefits, the SAM-BiLSTM approach has the potential to play a key role in advanced 

tennis training in the future. By continuously tracking a player’s progress, the system 

can identify long-term performance trends and patterns, helping coaches develop more 

effective and advanced training strategies. In addition, the system can be expanded to 

incorporate more biomechanical data, such as muscle activity and joint angles, further 

enhancing its ability to provide a holistic analysis of a player’s technique. 

This study, while presenting significant advancements, has several limitations. 

The computational demands of the SAM-BiLSTM model may impact scalability, and 

the model’s performance is evaluated on a single dataset, which may limit its 

generalizability. Additionally, potential overfitting issues could arise due to the 

complex nature of the model.Therefore, we will investigate further the combination of 

self-attentive mechanisms and temporal degradation features to enhance the feature 

extraction capability and introduce strategies such as few-sample learning and 

migration learning to enhance the model’s performance in special scenarios. 
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